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a b s t r a c t 

Models for prediction of drag forces within a particle cloud following shock-acceleration are evaluated 

with the aid of results from particle-resolved simulations in order to quantify how much the disturbances 

introduced by the proximity of nearby particles affect the drag forces. The drag models evaluated here 

consist of quasi-steady forces, undisturbed flow forces, inviscid unsteady forces, and viscous unsteady 

forces. Two dense particle curtain correction schemes to these forces, based on volume fraction and input 

velocity, are also evaluated. The models are tested in two ways; first they are evaluated based on volume- 

averaged flow fields from particle-resolved simulations; secondly, they are applied in Eulerian-Lagrangian 

simulations, and the results are compared to the particle-resolved simulations. 

The results show that both correction schemes significantly improve the particle force predictions, but 

the average total impulse on the particles is still underpredicted by both correction schemes in both 

tests. With the volume averaged flow fields as input, the volume fraction correction gives the best results. 

However, in the Eulerian-Lagrangian simulations it is demonstrated that the velocity fluctuation model, 

associated with the velocity correction scheme, is crucial for obtaining accurate predictions of the mean 

flow fields. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Simulations of particle motion require accurate models for the 

nteraction forces between particles and the surrounding fluid flow. 

hile particle-resolved simulations give accurate predictions of 

rag and particle movement, they are in most cases too compu- 

ationally demanding to be applicable to full-scale systems of in- 

erest. Therefore, it is necessary to use less computationally ex- 

ensive methods, such as Eulerian-Eulerian (EE) simulations or 

ulerian-Lagrangian (EL) simulations. The simplifications made by 

hese models introduce new modeling challenges, since the meth- 

ds must be supplied with models for the physical processes that 

ccur at scales smaller than the computational grid, such as parti- 

le drag. For isolated particles, there exists a number of drag cor- 

elations that are very accurate, and can model the forces reliably 

ver a large range of Mach numbers, Reynolds numbers etc. How- 

ver, in the presence of other particles, it is questionable how well 

hese models are able to capture the particle drag, since they do 
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ot account for the fluid mediated particle-particle forces. Addi- 

ionally, the classical drag models require values for undisturbed 

uid properties at the particle location, i.e. the fluid properties that 

ould be observed there in absence of the particle. These prop- 

rties are generally not available in problems with dense particle 

uspensions. Therefore, it is nontrivial to compute particle forces 

n such problems, and while many studies have performed sim- 

lations of this kind, e.g. ( Gai et al., 2020; Osnes et al., 2018;

ugiyama et al., 2019; Utkin, 2017 ), it is unclear whether the phys- 

cal processes at particle scale are well represented, and therefore 

hether or not the results are reliable. This motivates a detailed 

ssessment of the performance of classical drag laws in problems 

eaturing dense particle suspensions. The purpose of this work is to 

ssess how well classical drag laws can represent the particle drag 

n the setting of shock-accelerated flow through a layer of station- 

ry particles at 10% volume fraction. 

To characterize how well the drag laws can predict the drag 

orces, we use data from particle-resolved Large Eddy Simulations 

f a Mach 2.6 shock wave propagating through a stationary par- 

icle layer with an initial particle Reynolds number of 20 0 0. The 

ata from these simulations were analyzed in Osnes et al. (2020) . 

n that work, it was demonstrated that direct application of stan- 

ard drag-laws underpredicted the late-time particle forces by up 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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o 50%, and performed worse with increasing particle Reynolds 

umber. Here, we take two different approaches to identify the ap- 

licability of the drag laws. First, we use the flow data and parti- 

le forces from the particle-resolved simulations directly, and com- 

are how well the particle forces are predicted by classical models 

ased on the volume-averaged flow properties. Secondly, we per- 

orm EL simulations of the same problem, and again compare how 

ell the particle forces are represented. In this second approach, 

e also compare the volume-averaged flow properties to those ob- 

erved in the particle-resolved simulations. Since there is a strong 

wo-way coupling between the particles and the fluid flow, the 

article force model has a strong influence on the mean fluid flow. 

Particle-resolved simulations of flow through dense particle 

uspensions have proven to be a valuable approach for understand- 

ng the physical processes occurring in the interior of particle sus- 

ensions. Such simulations give access to finely resolved temporal 

nd spatial data in regions that are very challenging to probe in 

xperimental studies. Particle-resolved simulations have therefore 

ecome popular in recent years. For shock-accelerated flows, three- 

imensional simulations were used in Mehta et al., 2016, 2018, 

019, 2020 ; Theofanous et al. (2018) ; Vartdal and Osnes (2018) ;

snes et al., 2019, 2020 . Several two-dimensional particle-resolved 

imulations have also been conducted, e.g. Regele et al. (2014) ; 

osseinzadeh-Nik et al. (2018) . 

The particle-resolved studies have shown that the local parti- 

le configuration has a large influence on the particle drag forces 

 Akiki et al., 2016; Mehta et al., 2018, 2019 ). This is the case both

or the inviscid shock-related forces and for the later quasi-steady 

rag forces. The forces imposed by the shock wave can be ampli- 

ed or weakened due to shock wave diffraction. Later, after de- 

elopment of particle wakes, there are strong velocity gradients 

riented in all directions within the suspension. Therefore, parti- 

les can be located in regions of both very high and very low flow 

peeds, with correspondingly strong or weak drag forces. An addi- 

ional complicating factor is the possibility of local transonic flow 

egions, where larger voids in the particle suspension can act as 

xpanding nozzles that accelerate the flow from subsonic to su- 

ersonic in a limited region. Shocklet formation around particles 

n such regions is also possible. 

Forces during the initial, primarily inviscid, shock-accelerated 

ow in dense particle suspensions have been analyzed in Mehta 

t al. (2018, 2019) . Peak drag decays with downstream distance, as 

ould be expected due to shock wave attenuation, but the magni- 

ude was also found to depend drastically on statistical properties 

f the particle configuration; face-centered cubic or simple cubic 

ackings had larger peak drag coefficients than a random distribu- 

ion on average. Similar configuration effects are also likely to be 

he case for the quasi-steady drag coefficients, although to the au- 

hors knowledge this has not yet been investigated for high-speed 

ows. 

High-speed flow through particle clouds has also been shown 

o be highly unsteady, and flow fluctuations can be signifi- 

ant in many configurations. These fluctuations consist of both 

seudo-turbulent fluctuations and classical turbulent fluctuations. 

hile there is not a clear-cut distinction between these, pseudo- 

urbulent fluctuations are related to the disturbance flow around 

 particle, which does not need to be turbulent, but still acts 

s a Reynolds-stress term under statistical averaging. The ki- 

etic energy contained in such fluctuations can be significant 

egele et al. (2014) ; Vartdal and Osnes (2018) ; Osnes et al. (2019a) ;

ehta et al. (2020) , and this is important for modeling. For ex- 

mple, the pressure in EL simulations are often computed by sub- 

racting the mean kinetic energy from the total energy and sub- 

equently employing the equation of state, while the correct ap- 

roach would be to subtract the total kinetic energy. Flow fluctu- 

tions also affect the drag-forces, and recent works have charac- 
2 
erized the distribution of peak forces, temporal drag-fluctuations, 

nd the temporally averaged forces ( Mehta et al., 2019; Osnes 

t al., 2020 ). 

There are several properties of the particle cloud that have ef- 

ects on the drag forces. These properties include, but are not lim- 

ted to, the particle volume fraction, the volume fraction gradients, 

nd the local particle configuration. In total, this complicated de- 

endence represents a formidable modeling challenge. However, 

uid-mediated particle-particle interaction models are currently 

ctively researched and are able to capture some of these phe- 

omena. Notable studies in this direction are Akiki et al. (2017b,a) ; 

en et al. (2018) ; Moore and Balachandar (2019) ; Balachandar et al. 

2020) . 

In this work, we aim to characterize models that are readily im- 

lemented in common EL codes in use today, such as the model by 

armar et al. (2010) . We also characterize a physics-based correc- 

ion to the input to the drag models, which was recently proposed 

y Osnes et al., 2019, 2020 . Fluid-mediated particle-particle inter- 

ction models require significantly more effort to implement, of- 

en by relying on available particle resolved DNS data, and have 

et to be extended to the higher flow speeds of interest in this 

ork. Thus they fall outside the scope of the current work. The 

rag models considered here are also of interest for EE simulation 

trategies, where detailed particle configuration data is not avail- 

ble. A recent discussion of the properties of such simulations is 

ound in ( Fox et al., 2020 ). 

Improved simulation capabilities for high-speed, dense, multi- 

hase flows are advantageous for a wide range of problems. A few 

xamples are volcanic eruptions ( Zwick and Balachandar, 2019 ), 

eteoroid breakup McMullan and Collins (2019) , needle-free drug 

elivery systems ( Truong et al., 2006 ), solid and liquid fuel en- 

ines ( Cai et al., 2003; Shimada et al., 2006; Bravo et al., 2015 ),

xplosion mitigation or explosive dispersal Zhang et al. (2001) ; 

ilne et al. (2010) ; Gottiparthi et al. (2014) , and noise attenuation 

n rocket launch pads ( Ignatius et al., 2008 ). 

This article is structured as follows. In Section 2 , the particle- 

esolved simulation data is used as input to the particle force 

odels and the results are compared to the forces obtained in 

he particle-resolved simulations. Section 2.1 briefly describes the 

article-resolved simulations, Section 2.2 introduces the different 

orce models. In Section 2.3 , particle-resolved simulations and the 

orce models are applied to two single-sphere problems, while 

ection 2.4 compares the forces of the shock-wave particle-cloud 

imulations with the force predictions. Next, the force models are 

valuated as part of EL simulations in Section 3 . The EL simulation 

ethod is presented in Section 3.1 , while the simulation results 

nd comparison to the particle-resolved simulations are contained 

n Section 3.2 . Finally, Section 4 contains concluding remarks and 

 discussion of possible improvements of the force models. 

. Force estimation from particle-resolved fluid data 

.1. Particle-resolved simulations 

The particle-resolved simulations that are used as reference 

ata in this work were described and analyzed in Osnes et al., 

020 . For the readers convenience, we repeat the most important 

etails here. The problem considered is that of the propagation of 

n initially Mach 2.6 shock wave through a random array of parti- 

les at 10% volume fraction. The simulations are three-dimensional 

nd include viscous terms, and the particles are assumed to be sta- 

ionary and inert. The particle Reynolds number is 

e p , IS = 

ρIS u IS D p 

μIS 

= 20 0 0 , (1) 
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Fig. 1. Sketch of the problem setup and the computational domain. A particle layer with particle volume fraction 0.1 is located between 0 ≤ x ≤ L . A shock wave with Mach 

number 2.6 is initially located at −0 . 1 L and propagating towards the particle layer. The particle Reynolds number based on post-incident shock values is 20 0 0. 
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Fig. 2. Example force histories at different locations. These are taken from the par- 

ticles in the ensemble that have streamwise coordinates closest to the six locations 

x/L = 0 , 0 . 2 , 0 . 4 , 0 . 6 , 0 . 8 , 1 . 
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here subscript IS denotes a flow variable behind the incident 

hock wave, ρ is the fluid density, u is the fluid velocity in the 

ownstream direction, D p is the particle diameter, and μ is the 

uid viscosity. Fig. 1 shows a sketch of the problem setup. The par- 

icle layer is located between 0 < x < L, where x is the streamwise

oordinate and L is the particle layer length, which is 12 
3 
√ 

16 D p . 

he spanwise extents of the domain are 8 
3 
√ 

4 D p . The spanwise do- 

ain boundaries are periodic, while the upstream boundary is set 

o the post-shock state and the downstream boundary is a zero- 

radient outlet. Ten simulations with different random distribu- 

ion realizations were performed, and the results were volume- 

veraged as well as averaged over this simulation ensemble. The 

nitial position of the shock wave was set to −0 . 1 L, and each sim-

lation was run until t = 3 . 75 τL , where 

L = 

L 

Ma IS c 0 
, (2) 

s the time it takes for the initial shock wave to travel a distance

qual to the particle layer length. Here, c 0 is the ambient speed 

f sound. The fluid equation of state is set to an ideal gas with

diabatic index γ = 1 . 4 . 

The computational mesh consists of an unstructured Voronoi- 

ased grid with a control volume length scale of approximately 

.036 D p for regions closer than D p / 2 to any particle. In the rest

f the domain, the control volume length scale is doubled, except 

rom part of the upstream and downstream regions, where it is 

oubled again. The total number of control volumes is approxi- 

ately 10 8 . This resolution was able to accurately capture the drag 

n an isolated particle and the viscous length scales were reason- 

bly resolved at Re p , IS ≈ 50 0 0 ( Osnes et al., 2019a ). The simula-

ions were also close to converged in terms of the velocity fluctu- 

tion levels ( Osnes et al., 2019b ). Since the current study consid- 

rs Re p , IS = 20 0 0 , the grid-requirements are less strict, and thus 

he flow field is better resolved in the current study than that for 

hich the grid-resolution was tested. Additionally, we conduct two 

ingle-sphere simulations here in order to verify the ability of the 

article-resolved simulations to capture the particle forces. These 

imulations are presented in Section 2.3 . For further details about 

he governing equations, the computational method, and other de- 

ails about the simulations, the reader is referred to Osnes et al., 

020 . 

The particle-resolved simulation data contains the force histo- 

ies for 9310 particles. The flow field data was recorded by volume- 

veraging over bins with a streamwise extent of L/ 60 ≈ 0 . 5 D p and

panning the y and z directions. The averaged flow field is thus 

nly a function of the streamwise spatial coordinate x and time. All 

erms in the volume-averaged flow equations (see Osnes (2019) ) 

ere stored. The volume-averaged results thus contain the data 

hat would be available in an EL or EE simulation with a stream- 

ise grid-spacing equal to the bin-width. In addition, the particle- 

esolved results include terms such as the correlations between 
3 
elocity fluctuations, the correlation between pressure-fluctuations 

nd velocity fluctuation, etc., that cannot be directly computed in 

n EL simulation. These additional terms give information about 

he disturbance fields induced by the particles. In Osnes et al. 

2019, 2020) , a simple model for the average velocity disturbance 

eld (or velocity component of the pseudo-turbulent fluctuations) 

as proposed. This model accounts for the fluctuations that are 

ue to particle wakes, and was calibrated using the velocity fluc- 

uation correlations. This model will be used below to approximate 

he undisturbed flow field, which is needed in the drag force mod- 

ls. 

.2. Particle force models 

Examples of the force histories that are to be approximated by 

he drag model is shown in Fig. 2 . The figure shows the drag coef-

cient in the streamwise direction for the six particles in the en- 

emble that are the closest to the six streamwise locations x/L = 

 , 0 . 2 , 0 . 4 , 0 . 6 , 0 . 8 , and 1, as a function of time. Here, time is

ormalized by the time it takes for the incident shock wave to 

ravel one particle diameter, labeled τp and given by 

p = 

D p 

Ma IS c 0 
, (3) 

hile the drag coefficient is given by 

 D , IS = 

∫ 
S p 

(
pn 1 − σ1 j n j 

)
dS 

0 . 5 ρIS u 

2 π D 

2 
p 

, (4) 

IS 4 
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here S p is the particle surface, p is the pressure, n is the normal 

ector at the particle surface, repeated subscripts imply summation 

ver components 1–3, where component 1 is in the streamwise 

irection, and dS is a surface element. For each particle, the force 

istory starts with a very sharp peak when the shock wave impacts 

n the particle. Subsequently, the force decays rapidly as the shock 

ave moves further downstream. After about 10 − 20 τp , the force 

ttains a more stable value, but there are still significant variations 

bout the slowly varying mean force. 

In Parmar et al. (2012) , the following force decomposition is 

sed to split the forces into different physical effects, 

 p = F qs + F un + F iu + F vu , (5) 

here F p is the total force acting on the particle, while the 

our components are the quasi-steady drag, the undisturbed fluid 

stress divergence) force, the inviscid unsteady force, and the vis- 

ous unsteady force. Annamalai and Balachandar (2017) derived 

he expressions for these based on a generalized Faxén’s theorem. 

hese are 

 qs = 3 D p πν( ρu ) 
un S �( Re p , Ma p , αp ) , (6) 

here ν is the kinematic viscosity of the fluid, overline denote av- 

raging over the particle surface (superscript S) or volume (super- 

cript V), superscript “un” denotes undisturbed fluid properties, �

s a drag correlation factor, typically given by an empirical correla- 

ion, and Ma p = ( u V − u p ) / c 
V is the particle Mach number, where 

 p is the particle velocity and c is the local speed of sound, and 

p is the particle volume fraction. Quasi-steady drag correlations 

re often given in terms of the drag coefficient, which is a function 

f far-field flow properties. In the case of a uniform flow field, the 

elation between � and the drag coefficient is 

= 

Re p 

24 

C D , qs . (7) 

he undisturbed fluid force is given by 

 un = V p ρun 
Du 

Dt 

un V 

, (8) 

here V p is the particle volume and D/Dt is the material derivative 

ased on the undisturbed fluid velocity. The inviscid unsteady force 

s 

 iu = V p 

∫ t 

ξ= −∞ 

K iu (t − ξ , Ma p ) ( t − ξ ) 

[
D 

Dt 
( ρu r ) 

un S 
]

t= ξ
dξ , (9) 

here K iu is the inviscid unsteady kernel, while the viscous un- 

teady forces are 

 vu = 18 R 

2 
p 

√ 

πν

∫ t 

ξ= −∞ 

K 

V 
vu ( t − ξ , Re p , Ma p ) 

d 

dt 
( ρu r ) 

un S 
∣∣∣∣

t= ξ
dξ

+6 R 

2 
p 

√ 

πν

∫ t 

ξ= −∞ 

K 

S 
vu ( t − ξ , Re p , Ma p ) 

d 

dt 
( ρu ) 

un S 
∣∣∣∣

t= ξ
dξ , 

(10) 

here K 

S 
vu is the viscous unsteady kernel for the surface contri- 

ution of the viscous unsteady force, K 

V 
vu is the kernel related to 

he volume contribution, u r is the radial component the velocity as 

bserved by the particle, and 

d 
dt 

is the material derivative follow- 

ng the particle. In these expressions, the flow properties in Re p 
nd Ma p should be taken as the averages of the undisturbed fluid 

roperties over the particle volume. 

We use the following models for the different force com- 

onents. For the quasi-steady drag, we use the model by 

armar et al. (2010) , where 

 D , qs ( Re p , Ma p ) 
4 
= 

{ 

C D , std ( Re p ) + [ C D , M cr 
( Re p ) − C D , std ( Re p ) ] 

Ma p 
M cr 

if Ma p ≤ M cr 

C D , sub ( Re p , Ma p ) if M cr ≤ Ma p ≤ 1 
C D , sup ( Re p , Ma p ) if 1 < Ma p ≤ 1 . 75 

. 

(11) 

he reader is referred to Parmar et al. (2009) for the expressions 

or the various parameters in Eq. (11) . The undisturbed fluid force 

s predominantly the pressure gradient force, and will thus be 

omputed as such. However, it is important to notice that it is the 

ndisturbed flow properties that enter in this force as well. 

The inviscid unsteady force is modeled with the Mach-number 

ependent kernels obtained by Parmar et al. (20 08, 20 09) in tab- 

lated form. It should be noted that the tabulated kernels are 

ased on constant acceleration of a sphere in a fluid at a given 

ackground Mach number, where the fluid acceleration magnitude 

s significantly less than that of the incident high Mach number 

hock wave considered here. Therefore, it is not obvious that the 

ernel captures the relevant flow physics in the present configu- 

ation. Indeed, the results of Parmar et al. (2009) indicate that the 

ccuracy of the force model is highly dependent on the shock wave 

ach number (see Fig. 6 in Parmar et al. (2009) ). 

For the viscous unsteady kernels, we use the model of Mei and 

drian (1992) , where the surface and volume contributions are not 

iven separately, but rather a single kernel is used. The viscous un- 

teady force is then 

 vu = 3 πμD p 

∫ t 

ξ= −∞ 

K vu (t, ξ ) 
d 

dt 
( ρu ) 

un S dξ , (12) 

here 

 vu (t, ξ ) = 

{ [
4 π(t − ξ ) ν

D 

2 
p 

]1 / 4 

+ 

[
π | u (ξ ) − u p (ξ ) | 3 

D p ν f 3 
H 
( Re p ) 

(t − ξ ) 2 
]1 / 2 

} −2 

, 

(13) 

here f H = 0 . 75 + 0 . 105 Re p . Like for the inviscid unsteady kernel,

t should be noted that the viscous unsteady kernel is obtained in 

 different flow regime than appropriate for the current problem, 

ith small oscillations of the inflow. 

The above force models are derived for isolated particles, where 

he particle volume fraction is negligible and the undisturbed flow 

elocity can be easily estimated. Neither of these statements are 

rue for the present case. To account for these differences, two 

odel corrections are considered. For some of the results pre- 

ented below, we will use the model proposed in Osnes et al. 

2019, 2020) to approximate an undisturbed flow velocity at each 

article location. The model introduces a correction factor to the 

olume-averaged velocity, which is a function of particle Reynolds 

umber and particle volume fraction. The model approximates the 

ndisturbed streamwise flow velocity by 

 

un = 

˜ u 

α

α − αsep (αp , Re p ) 
, (14) 

here ˜ u is the Favre-averaged velocity, and αsep represents the vol- 

me fraction of separated flow in particle wakes. Here, the separa- 

ion volume fraction will be modeled as 

sep (αp , Re p ) = αp C( Re p ) , (15) 

here Osnes (2019) found C( Re p ) ≈ 1 . 5 for the current flow con- 

guration. It should be noted that it would be appropriate to 

ntroduce a time-dependency in Eq. (15) , since particle wakes 

nd fluctuations are not generated instantaneously after the shock 

ave passes over a particle. One possible approach to this time- 

ependency could be to model αsep using a history integral over 

he relative flow velocity for all particles in the control volume. 

owever, such a model has not yet been developed, and is out- 

ide the scope of the current work. Along with the correction to 
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he undisturbed flow velocity, the model predicts a velocity fluctu- 

tion correlation given by 

 u 

′′ u 

′′ 〉 = 

˜ u 

2 αsep 

α − αsep 
, (16) 

here 〈〉 denotes phase-averaging. Eq. (16) will be used in the EL 

imulations below. 

The second correction model consists of volume fraction cor- 

ection factors, originally developed by Sangani et al. (1991) , and 

sed in Ling et al. (2012) and Theofanous and Chang (2017) for 

he quasi-steady drag forces, the inviscid unsteady forces, and the 

iscous unsteady forces. This approach will also be compared with 

he particle-resolved forces here. With this approach, we do not 

se Eq. (14) . Instead, F qs , F iu , and F vu are multiplied by the volume

raction correction factors 

qs (αp ) = 

1 + 2 αp 

( 1 − αp ) 3 
, φiu ( αp ) = 1 + 2 αp , φvu (αp ) = 

1 

1 − αp 
, 

(17) 

espectively. These corrections are based on simulations of oscilla- 

ory flow in the linear regime, and their applicability to the present 

ow conditions is uncertain. In particular, it is doubtful that the 

nitial shock-accelerated flow can be well represented, since there 

s no time to communicate the geometric information of nearby 

articles during the time it takes for the shock wave to interact 

ith the particle. In fact, there are indications that a reduction, 

ather than an amplification, of the inviscid unsteady force is ap- 

ropriate for shock-particle interaction in random particle arrays 

 Koneru and Balachandar, 2020 ). 

In the following, we will take three different approaches for 

omputing the particle forces. The first approach is to use the force 

odels directly, as if each particle is isolated in a flow whose av- 

rage properties are those of the volume averaged flow properties 

rom the particle-resolved simulations. This approach will be re- 

erred to as the isolated particle model. Secondly, we will apply the 

ame force models, but with the undisturbed fluid velocity mod- 

led by Eq. (14) . This will be referred to as the velocity-corrected 

odel. Lastly, we will use the particle volume fraction correction 

odels, Eq. (17) , instead of the velocity-corrected model. This will 

e referred to as the volume-fraction corrected model. It is worth 

oting that while the volume fraction corrections scale F qs , F iu 
nd F vu by constant factors for the current problem, the velocity- 

orrected model affects F qs , F iu and F vu in a non-linear, flow field 

ependent, manner. It will therefore be more or less effective at 

ifferent times and in different regions. 

.3. Single sphere simulations 

In order to verify the ability of the particle-resolved simulations 

o accurately capture the particle forces, we simulate the interac- 

ion of an isolated particle with both a weak expansion fan and a 

hock wave. The inviscid expansion fan was previously considered 

n Annamalai and Balachandar (2017) , who applied both direct nu- 

erical simulations (DNS) and the Faxén force model to compute 

he particle force. The shock-particle interaction was studied by 

un et al. (2005) , who presented results from both an experimen- 

al study and a numerical simulation. In both cases, the initial con- 

ition for the simulations consist of two constant states separated 

y a discontinuity. For the inviscid expansion, we use the following 

tates 

L = 1 . 2635 kg / m 

3 , u L = 0 , p L = 107313 Pa , (18)

R = 1 . 2635 kg / m 

3 , u R = 0 , p R = 102203 Pa , (19)
5 
here ρL , u L , p L denote the density, velocity and pressure on the 

eft side of the discontinuity, while ρR , u R , p R denote the corre- 

ponding values at the right side of the discontinuity. The discon- 

inuity is located at x = 1 . 25 D p , and the particle at x = 0 . 

For the shock-particle interaction, the initial condition consists 

f the states 

L = 1 . 6582 kg / m 

3 , u L = 114 . 47 , p L = 159060 Pa , (20)

R = 1 . 2048 kg / m 

3 , u R = 0 , p R = 101325 Pa , (21)

nd the particle diameter and gas viscosity are set by requiring 

e p = 4900 . For both cases, results for grids with similar resolution 

o that used in the full particle cloud simulations are presented. 

rid convergence studies for similar configurations are found in 

snes (2019) . 

The simulation results are shown in Fig. 3 along with the 

digitized) results of Annamalai and Balachandar (2017) and 

un et al. (2005) , and the force model predictions. The force ob- 

ained in the particle-resolved simulation of the expansion fan 

grees perfectly with the DNS results of Annamalai and Balachan- 

ar (2017) . This is also the case for the force model prediction, 

hich, in this case, is based on the exact solution of the corre- 

ponding shock-tube problem without the particle. 

In the shock-particle case, the agreement of the cur- 

ent particle-resolved simulation and the simulations of 

un et al. (2005) is excellent up to 2 tc IS /D p = 6 . At later times,

he current simulation predicts a slightly higher force, which we 

ttribute to the development of the particle wake, which can 

e expected to differ for axisymmetric and three-dimensional 

imulations. Compared to the experiments, slightly higher drag 

s obtained in the simulation. This is to be expected since the 

xperiments were conducted at Re p ≈ 3 × 10 5 , and thus the vis- 

ous force contribution is negligible in the experiments. The force 

odel prediction is also in good agreement with the simulations, 

lthough not to the same extent as in the inviscid expansion case. 

evertheless, considering that the force comparisons presented in 

armar et al. (2009) for shock-particle interactions also showed 

ifferences between the model prediction and the simulations 

f Sun et al. (2005) , and that the viscous unsteady kernel is 

eveloped for a completely different flow regime, we consider the 

orce model prediction shown in Fig. 3 to be quite good. 

In conclusion, the particle-resolved simulations are able to ac- 

urately capture the forces on isolated particles. The force models 

lso capture these forces very well. The results for forces in dense 

article suspensions are presented next. 

.4. Comparison of force models and particle resolved simulation 

esults 

Individual particle histories are interesting to examine since 

hese give an impression about the varied behaviour that the drag 

odels should ideally predict. Fig. 4 shows three particle force his- 

ories along with the drag force predictions based on the models 

escribed above. Each particle history is shifted by a time t 0 , p , 

hich is the time when the force on that particle first exceeds 

 ‰ of the maximal particle force magnitude. The particles share a 

ommon general behaviour, with a sharp spike in the force, corre- 

ponding to the shock-particle interaction, followed by a rapid de- 

ay and then a more gradual slow decay over time. The rapid decay 

art is very different for these three particles, where especially the 

article shown in the bottom panel has a behaviour that is sig- 

ificantly affected by fluid-mediated particle-particle interactions. 

scillations with a time-scale of about 2 τp − 4 τp are clearly seen, 

nd their amplitudes take values up to 50% of the average drag, 

ee e.g. the force around (t − t 0 , p ) = 14 τp for the particle shown in

he upper panels. 
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Fig. 3. Particle forces for (a): an isolated particle in a weak inviscid expansion fan, (b): an isolated particle exposed to a Ma = 1 . 22 shock wave at Re p = 4900 . Here, c IS 
denotes the speed of sound based on the post-shock state. 

Fig. 4. Three particle histories as well as the drag force predictions. Solid black line: particle-resolved force, solid grey line: F qs + F un + F iu + F vu , dashed black line: F qs , dashed 

grey line: F un , dotted black line: F iu , dotted grey line: F vu . (a): isolated particle model, (b): velocity corrected model, (c): volume fraction corrected model. 
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The initial spike in the force imposed by the shock wave, visi- 

le in the histories, is predicted by the drag models. Its magnitude 

s overestimated for all three particles with all three approaches, 

xcept for the particle force shown in the top panel with the iso- 

ated particle model. The volume fraction corrected model predicts 

p to twice the magnitude observed in the particle resolved simu- 

ations, while the two other approaches have more modest overes- 

imations. The primary factors responsible for the higher peaks in 

he volume-fraction corrected model is the strong amplifications 

f F qs and F iu in the volume fraction corrected model, since these 

eak at around the same time. This is in line with the comments 
6 
ade above, and consistent with the behaviour observed in Fig. 6 b 

f ( Parmar et al., 2009 ) of scaling issues of the kernel with Mach

umber. 

Some particle force histories are better predicted than others. 

or example, the particle force prediction in the upper-most panel 

or the isolated particle model fits better with the particle-resolved 

orce than the one in the middle panel. This is expected due to 

he variation related to the particle configuration. This variation 

s not modeled with the drag laws evaluated here, and compar- 

son of individual particle histories is therefore not a well-suited 

pproach for evaluating the applicability of the drag laws to the 
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Fig. 5. Average forces. Black lines show the results for the particle-resolved simulations and the grey shaded regions show one standard deviation to each side. Colored lines 

show the average force model predictions, and the colored shaded regions show one standard deviation to each side. (a): Isolated particle model, (b): velocity corrected 

model, (c): volume fraction corrected model. 

Fig. 6. Average force components. Black line: F qs , blue line: F un , orange line: F iu , green line: F vu . The shaded areas indicate one standard deviation. (a): Isolated particle 

model, (b): velocity corrected model, (c): volume fraction corrected model. (For interpretation of the references to colour in this figure legend, the reader is referred to the 

web version of this article.) 
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urrent problem. For this reason, we also consider the average pre- 

ictions for the entire cloud. 

Overall, none of the three approaches are able to capture the 

verage drag forces very well. The most significant deficiencies 

re found in the average force magnitudes. Fig. 5 shows the force 

istory averaged over all particles, where the time is shifted by 

 0 , p for each particle, for the particle resolved simulations and the 

hree modeling approaches. Qualitatively, the initial spike and sub- 

equent decay are captured by all three approaches. The peak force 

s too high on average for the velocity corrected and the vol- 
7 
me fraction corrected models, while it is too low for the iso- 

ated particle model. The peak force occurs slightly too late, but 

his is most likely related to the grid size used in this assess- 

ent. At later times, the predicted mean values are lower than the 

article-resolved mean values for all three approaches. The mean 

rag is approximately at one standard deviation below the particle- 

esolved mean force with the isolated particle model. With the ve- 

ocity corrected model, this difference is more than halved, while 

he volume fraction corrected model is better again. 
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Fig. 7. Impulse for all particles over the full simulation time t end ≈ 113 τp . Circles: 

particle-resolved data. Triangles: Spatially averaged particle-resolved data, black 

squares: spatially averaged isolated particle model, light gray squares: spatially av- 

eraged velocity corrected model, dark grey squares: spatially averaged volume frac- 

tion corrected model. 
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The force variations predicted by the drag models are smaller 

han the one from the particle-resolved simulations. The variation 

s largest for the volume-fraction corrected model and smallest for 

he isolated particle model. Underprediction of the force variation 

s expected, because the drag model will predict approximately the 

ame force on all particles that have similar streamwise positions. 

he particle-resolved simulations also have a force variation that 

s related to the local particle configuration. Considering the entire 

article cloud, slightly more than half the variation of the forces 

t most times can be explained by the differences in drag at dif- 

erent positions, and slightly less than half of the variation by the 

article-configuration related drag differences. 

The various force components as a function of time are shown 

n Fig. 6 . The force has non-negligible contributions from all com- 

onents in the decomposition, Eq. (5) , but the unsteady forces are 

rimarily important in a short interval after the shock impact. Over 

he time t − t 0 , p ∈ [0 , τp ] , the inviscid forces ( F un and F iu ) dominate.

he magnitude of the inviscid unsteady force is significantly larger 

han the other components during this interval. It should be noted 

hat the forces that involve gradients ( F un and F iu ) will be slightly

moothed due to the coarse spatial sampling of the flow field rel- 

tive to the thickness of the shock wave. The viscous contributions 

egin to be important at around t − t 0 , p = τp . The viscous unsteady 

orce has the smallest magnitude overall. The quasi-steady force 

ominates the drag after t − t 0 , p = 2 τp . 

There are clear differences in the relative importance of the 

orce components for the three approaches, and the scaling of the 

nviscid unsteady force appears to be inappropriate. In the volume- 

raction corrected model, F qs , F iu and F vu are simply scaled up rela- 

ive to the isolated particle model, giving them larger magnitudes 

elative to F un . First of all, considering that the peak drag force 

s higher than the particle-resolved results, this scaling appears 

o be inappropriate for the period of time following shortly af- 

er the shock wave passes over each particle. This is not entirely 

urprising, since the configuration information is unavailable on 

he timescale of the shock interaction, and the flow conditions are 

astly different than for those where the corrections are derived. 

econdly, at the later stages of the process, the drag predictions 

re too low and thus a scaling of positive forces appears to be ap-

ropriate. However, at this stage F iu is negative, and therefore the 

caling of this force acts in a way that brings the drag prediction 

urther away from the level observed in the particle-resolved sim- 

lations. The velocity correction primarily affects the quasi-steady 

rag force, but it also has a small effect on the shape of the invis-

id unsteady force history. Like the volume fraction correction, the 

elocity correction model was obtained for the quasi steady case, 

nd direct application to the unsteady highly transient components 

oes not appear to be appropriate. 

The force models undershoot the average drag at around (t −
 0 , p ) ≈ 2 τp − 6 τp , which is due to F iu . The inviscid unsteady force

odel produces a negative force contribution after (t − t 0 , p ) ≈ 3 , 

esulting in underprediction of the total force. This negative force 

s predicted by the model because it is based on the flow around 

n isolated particle, where the negative force is a result of shock- 

ave diffraction and generation of a high-pressure region behind 

he particle ( Sun et al., 2005 ). However, in a random particle array,

he particle positions are often such that many particles have other 

articles in their immediate proximity, which affects the shock- 

article interaction through fluid-mediated particle-particle forces. 

his can potentially cancel out the negative inviscid forces. On av- 

rage, it appears that the negative inviscid forces are significantly 

ampened by the particle distribution, since no local minimum 

s found in the average particle-resolved simulation results. This 

ffect is likely to be a function of the average inter-particle dis- 

ance and/or volume fraction, as well as the local Mach number. 

he current results provide evidence that at 10% volume fraction, 
8 
he shock-diffraction patterns are sufficiently disrupted in a man- 

er that removes the negative force on average. However, further 

tudies are warranted in order to characterize how this depends 

n bulk flow properties. 

For prediction of particle movement, the impulse is a better 

ndicator than the force imposed at any specific time. Thus the 

mpulse is a good quantity to consider when evaluating the over- 

ll performance of the drag laws. With the particle-resolved sim- 

lation data as input, the volume-fraction corrected model gives 

he best prediction of impulse, except in the downstream edge 

egion, where the velocity corrected model is better. In Fig. 7 , 

he impulse over the whole simulation time is shown for each 

article, along with the impulses predicted by the drag models. 

he particle-resolved data is shown for each individual particle 

s well as spatial average over bins with width L/ 60 . The im- 

ulses predicted by the drag models are only shown as spatial 

verages. The isolated particle model underpredicts the average 

mpulse by up to 50%. The comparisons with the velocity cor- 

ected model and the volume fraction corrected models are bet- 

er, but they still underpredict the impulse. The velocity-corrected 

odel is better at the downstream edge due to the effect of in- 

reased Mach number caused by increased velocity. As shown in 

snes et al. (2019a) , the increased forces at the downstream edge 

n the particle-resolved simulations are due to a rapid increase 

n the Mach number. The drag forces depend strongly on Mach 

umber in the transonic regime, see e.g. Nagata et al., 2016 , and 

he drag law of Parmar et al. (2010) accounts for this dependence. 

hus, the velocity correction is more impactful around the down- 

tream edge due to the higher local Mach numbers here. The drag 

aw of Parmar et al. (2010) captures the increased forces at the 

ownstream edge, and this has been shown to be particularly im- 

ortant for simulations of shock-particle cloud interaction, since 

ccumulation, rather than dispersion, of particles near the down- 

tream edge has been shown to be a consistent problem in both EE 

nd EL simulations ( Theofanous and Chang, 2017 ). Still, the consis- 

ent underprediction of impulse even with properly Mach number 

ependent drag laws indicates that simulations that use these drag 

aws are likely to underpredict particle movement and dispersion 

uring the shock-particle cloud interaction. 

The unsteady forces, and the corresponding impulses, are im- 

ortant only for a short time after the shock wave passes over each 
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Fig. 8. Impulse as a function of time for the different force components. (a): Isolated particle model. (b): velocity-corrected model. (c): volume-fraction corrected model. 
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article. Fig. 8 shows the impulse 

 = 

∫ t 

0 

N p ∑ 

i =0 

∣∣F p (t − t 0 , p ) 
∣∣ (22) 

or the different force components as a function of time for the 

hree models. Note that the force magnitude is used to compute 

, and thus J is not directly translatable to particle momentum. 

he impulses are normalized by the sum of the four components, 

nd thus the figure shows the relative importance of the forces in 

elation to particle motion, as a function of time. Early on, the 

ndisturbed fluid force dominates. Around t ≈ 0 . 5 τp the inviscid 

nsteady force is most important. Slightly later, the quasi-steady 

orce impulse increases, and overtakes both the pressure-gradient 

mpulse and the inviscid unsteady impulse before t = 4 τp . The vis- 

ous unsteady force contributes by at most 9% to the impulse, 

hich occurs around t ≈ 3 τp − 5 τp (depending on the model). As 

ime goes on, the impulse due to both unsteady forces becomes 

ess and less important. The figure shows that only particles that 

ave response time-scales of less than O 

(
10 τp 

)
will have a mo- 

ion that is noticeably affected by the inviscid forces. However, the 

esponse of the gas to these forces can still be such that the inclu- 

ion of unsteady forces is important even for particles with large 

esponse time-scales. 

There are very small differences in the relative importance of 

he force terms for the three models. The most noticeable dif- 

erence is that the pressure gradient impulse is more significant 

or the isolated particle-model when compared to the velocity- 

orrected and the volume-fraction corrected models at the later 

tages. 

. Comparison of particle-resolved and EL simulations 

.1. EL Simulation approach 

The governing equations for the EL simulations are the volume- 

veraged mass, momentum and energy conservation equations. 

ince the problem under consideration is one-dimensional, only 

he corresponding one-dimensional volume-averaged equations 

ill be given here. Additionally, the particles will be assumed iden- 

ical, stationary, and inert. In the following, 〈 ψ〉 denotes a phase- 

veraged quantity, where ψ is any fluid quantity, and is related 

o the volume-averaged value, ψ , through α〈 ψ〉 = ψ . Addition- 

lly, ˜ ψ = 〈 ρψ〉 / 〈 ρ〉 denotes a Favre-averaged quantity. The devi- 
9 
tion from the Favre-averaged quantity will be denoted ψ 

′′ . With 

hese definitions, the one-dimensional volume-averaged conserva- 

ion equations are 

 t α〈 ρ〉 + ∂ x ( α〈 ρ〉 ̃  u ) = 0 , (23) 

 t ( αρ ˜ u ) + ∂ x 
(
αρ ˜ u 

2 + α〈 p〉 ) = ∂ x 

(
α

4 

3 

〈 μ∂ x u 〉 
)

− ∂ x 

(
α〈 ρ〉 ˜ u 

′′ u 

′′ 
)

− 1 

V 

N p ∑ 

i =0 

(F qs , i + F un , i + F iu , i + F vu , i ) , (24) 

 t 

(
α〈 ρ〉 ̃  E 

)
+ ∂ x 

(
α〈 ρ〉 ̃  E ̃  u j + α〈 p〉 ̃  u j 

)
= ∂ x 

(
α

4 

3 

〈 μ∂ x u 〉 ̃  u 

)
−∂ x ( α〈 λ∂ x T 〉 ) − ∂ x 

(
α〈 ρ〉 ˜ u 

′′ u 

′′ ˜ u i 

)
+ ξ , (25) 

here μ is the dynamic viscosity, ˜ E = ˜ e + 

1 
2 ̃

 u 2 + 

1 
2 

˜ u ′′ u ′′ is the to- 

al energy per unit mass, where e is the internal energy per unit 

ass, and λ is the heat conductivity, which is assumed to be re- 

ated to the viscosity through a constant Prandtl number of 0.7. 

ote that the stationary particles do no work in the Eulerian frame, 

nd thus there are no drag-related terms in the energy conser- 

ation equation. In the energy conservation equation, most of the 

ub-grid scale terms have been collected in the term ξ , which will 

e set to 0 in this work. The importance of these terms is not well

nown for shock-wave particle cloud interaction, and to the au- 

hors knowledge, no appropriate models exist for these terms un- 

er the current flow conditions. The omitted sub-grid scale terms 

an be found in Osnes (2019) . Mehta et al. (2020) quantified the 

nviscid sub-grid terms using inviscid particle resolved simulations, 

nd found that both the internal energy-velocity correlation and 

he pressure-velocity correlation were negligible. The remaining 

ub-grid terms are the third velocity moment and terms involving 

he mass-weighted turbulent velocity, which have previously been 

odeled with an additional transport equation Schwarzkopf and 

orwitz (2015) . The mass-weighted third velocity moment can 

e neglected based on the principle of receding influence. In 

artdal and Osnes (2018) , the production of fluctuation kinetic en- 

rgy by mass-weighted turbulent velocity terms was found to be 

mall in comparison to the other production terms. Based on this, 

t can be assumed that the mass-weighted turbulent velocity dif- 

usion terms in the total energy equation are also small, and thus 
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hey will be neglected here. An in-depth assessment of the impor- 

ance of these terms is a topic for future studies. 

Only the volume-fraction corrected model will have a non-zero 

alue for ˜ u ′′ u ′′ , which is obtained by assuming that ˜ u ′′ u ′′ ≈ 〈 u ′′ u ′′ 〉 
nd using Eq. (16) . This means that the density fluctuation is not 

orrelated with the magnitude of the velocity fluctuation, which 

s unlikely in general, but a more detailed model is necessary to 

ccount for this correlation. 

The equation of state for the gas is the ideal gas law, where 

nternal energy, pressure and density are related by 

p = (γ − 1) ρe, (26) 

ith γ = 1 . 4 . The temperature, T is related to the internal en-

rgy by a constant heat capacity, and we assume that the viscosity 

aries with temperature as 

(T ) = μref 

(
T 

T ref 

)0 . 76 

, (27) 

here μref is the value of the viscosity at the reference tempera- 

ure T ref . 

The conservation equations Eqs. (23) to (25) are solved with a 

ontrol-volume based finite volume method. The fluxes between 

ontrol volumes are computed with a modified HLLC Riemann 

olver, and MUSCL reconstruction with the minmod limiter is used 

o define the Riemann problems. The solution is advanced in time 

ith a third-order Runge-Kutta scheme. The fluid variables are in- 

erpolated linearly to the particle positions. Several interpolation 

oints are used for each particle. These points are assigned weights 

epending on their position relative to the particle center, and 

he sum of the interpolated values to each of these points mul- 

iplied by the point’s weight approximates the volume-average of 

he fluid property over the particle volume. The force from each 

article on the fluid is transferred with a filter to ensure consis- 

ency upon mesh refinement. We use the two-step filtering ap- 

roach of Capecelatro and Desjardins (2013) , where a mollification 

s first used to transfer the Lagrangian data to the Eulerian mesh, 

ollowed by a diffusion step to obtain the desired spatial distri- 

ution of the transferred terms. The filter width recommended in 

apecelatro and Desjardins, 2013 was σf = 3 D p , which is what we 

se here. 

We use a four times finer spatial resolution in the EL sim- 

lations than the sampling-resolution of the volume-averaged 

article-resolved data. The spatial resolution for the EL simulations 

s therefore approximately �x = 0 . 125 D p . The grid resolution does

ave an influence on the simulation results, and grid-converged re- 

ults can not be expected at least until the filter kernels are well 

esolved. The dependence of the simulation results to grid reso- 

ution is shown in Appendix A . Since the objective of the current 

ork is to evaluate the applicability of the drag-laws, we accept 

patial resolution that is likely not achievable in simulations of 

any real-world problems. These simulations will often be unable 

o resolve any flow at the particle scale. However, only a few fea- 

ures in the results are very sensitive to the grid resolution. These 

re the speed at which the reflected shock wave is generated, and 

he flow expansion at the downstream particle cloud edge. 

.2. Simulation results 

In general, the mean flow fields are quite well captured with 

ll three approaches, but the velocity corrected model is slightly 

etter than the others. Fig. 9 shows the mass density at four dif- 

erent times for the EL simulations and the particle resolved sim- 

lations. Early on, the EL simulations agree well with the particle- 

esolved simulations. The strength of the reflected shock wave is 

ell predicted with the velocity-corrected model early on, while 

he two other models have a slightly weaker reflected shock. The 
10 
olume-fraction corrected model gives a stronger reflected shock 

han the isolated particle model, as expected due to the stronger 

orces imposed on the flow by the particles. The stronger shock 

eflection with the velocity-corrected model can be attributed to 

he velocity-fluctuation term, which imposes an extra upstream- 

irected force on the flow at the upstream particle cloud edge. 

imilarly, an additional force appears at the downstream edge, this 

ime directed downstream. This leads to a stronger flow expansion 

t the downstream edge, which agrees well with the one observed 

n the particle-resolved simulations. The isolated-particle model 

nd the volume-fraction corrected model barely predict any over- 

xpansion at all, and thus the agreement in the downstream region 

ecomes poor at the later time points. It should be noted that the 

xpansion region is particularly sensitive to the grid size, as shown 

n Appendix A . 

The corresponding pressure and velocity fields are shown in 

igs. 10 and 11 . The velocity results of the velocity corrected model 

s slightly higher than the particle-resolved velocity field in the ex- 

ansion region at t = 60 τp . In Osnes et al. (2019, 2020) , the au-

hors found that the velocity fluctuations decreased rapidly at the 

ownstream edge, but not to zero, and not as sharply as predicted 

y the velocity-corrected model. The too sharp velocity fluctua- 

ion decay predicted by the model produces a strong streamwise 

orce that appears immediately after the shock wave passes. In 

he particle-resolved simulations, there is a slight time-delay be- 

ore significant velocity fluctuations appear, and it is therefore not 

urprising that the flow expansion is stronger early on with the 

elocity corrected model. 

Fig. 12 shows the average particle forces in the EL simulations 

long with the averaged forces in the particle-resolved simulations. 

ig. 13 shows the contribution of the different force components 

n the EL simulations. In these simulations, like in the case where 

e used volume-averaged particle-resolved data as input, we find 

hat the peak force is overpredicted by the volume fraction cor- 

ected model. Here, this is also the case for the isolated particle 

odel, but the velocity corrected model underpredicts it instead. 

he time of the peak force is also slightly delayed compared to the 

ne in the particle-resolved simulations. However, since the force 

istory for each particle is shifted with t 0 , p , the definition of this 

ime-point has a direct impact on the location of the peak value, 

specially when the computational grid is not very fine, so that 

he numerical smoothing of the flow fields leads to an earlier t 0 , p 
or the EL simulations. Nevertheless, the shock related transient is 

ignificantly smoothed in time, and the forces do not increase as 

uickly following shock impact as for the particle-resolved simula- 

ions. Finer Eulerian grids will have an effect on this, and will likely 

ead to more rapid force increases. However, this is also likely to 

ncrease the peak value further, and thus bring the peak forces 

urther away from those observed in the particle-resolved simu- 

ations. The volume-fraction corrected force is still the highest, but 

he difference is smaller than it was in the results presented in the 

revious section. 

At late time, the forces with the volume-fraction corrected 

odel are again those that are closest to the particle-resolved sim- 

lations, but they are in less agreement than when the forces 

ere evaluated with the volume-averaged particle-resolved flow 

elds. This is related to the differences in the mean flow fields, 

.f. Figs. 9, 10, 11 . The velocity-corrected model results are simi- 

ar at late times as they were with the volume-averaged particle- 

esolved data as input, while the results of the isolated particle 

odel are surprisingly slightly better than they were previously. 

Considering the force components, the largest differences be- 

ween the three models are found in the quasi-steady forces and 

he undisturbed flow force. The quasi-steady force is largest for the 

elocity-corrected model early on, but is largest for the volume- 

raction corrected model at late time. It is significantly lower for 
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Fig. 9. Density profiles at four times. (a): t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . 

Fig. 10. Pressure profiles at four times. (a): t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . 
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he isolated particle model at all times. The undisturbed flow force 

s lower early on for the velocity-corrected model than the isolated 

article model and the volume-fraction corrected model. For the 

solated particle model, this can be explained by the weaker shock 

ave attenuation which leads to a stronger shock wave and there- 

ore stronger pressure forces. For the volume-fraction corrected 
11 
odel, the increased undisturbed fluid force is more surprising, 

ince it is the only force component that is not increased by a scal- 

ng factor. It is a result of an increased pressure gradient, which 

s induced by larger forces and no correction due to velocity fluc- 

uations in the equation of state. The inviscid unsteady force is 
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Fig. 11. Velocity profiles at four times. (a): t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . 

Fig. 12. Average particle force predictions for all particles in the particle-resolved simulations (black lines), and for the EL simulations (colored lines). The shaded areas 

indicate one standard deviation. (a): Isolated particle model, (b): velocity corrected model, (c): volume fraction corrected model. 
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lso slightly higher in the volume-fraction corrected model, which 

gain can be attributed directly to the scaling factor. 

Fig. 14 shows the impulse over the full simulation time for the 

article resolved data and the three EL simulations. The figure also 

hows how the total impulse (sum over all particles) develops over 

ime. Considering first how the impulse at late time varies with 

osition, we find as expected that the agreement with the particle- 

esolved data is worst for the isolated particle model, while the 

elocity-corrected and the volume fraction corrected models are 
12 
he best in the edge regions and the central regions, respectively. 

t is worth noting that all three models predict a larger impulse, 

nd thus higher velocity, for the particles near the downstream 

dge than those further in. It was emphasized in Theofanous and 

hang (2017) that this characteristic is crucial to capture in simu- 

ations of shock-accelerated particle layers. The Mach-number de- 

endent quasi-steady drag model ensures that this characteristic 

s indeed captured by the EL simulations. The impulse is how- 

ver about 50% higher for the velocity-corrected model than for 
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Fig. 13. Average force components over time in the EL simulations, for the three models. Black line: F qs , blue line: F un , orange line: F iu , green line: F vu . The shaded areas 

indicate one standard deviation. (a): Isolated particle model, (b): velocity corrected model, (c): volume fraction corrected model. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 14. Spatially averaged particle impulses. (a): Impulses for the particle resolved data and impulses for each particle in the EL simulations, over the full simulation time 

t end ≈ 113 τp . (b): total impulse as a function of time. 
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he two other models at the very downstream edge. Thus, the dis- 

ersive behaviour will be much stronger with this model than the 

wo others, and is likely to be in better agreement with the one 

hat would be observed in both experiments and particle-resolved 

imulations with moving particles. The source of this improvement 

s the fluctuation term in the momentum equation. As a test, the 

elocity-corrected model was run without this term, and the re- 

ults (not shown), become very similar to the volume-fraction cor- 

ected model results. 

For positions near the upstream edge, the impulse prediction is 

ower than the one obtained with particle-resolved data as input 

o the drag models. This is related to the strength of the reflected 

hock wave, which is too weak for all three models. 
13 
The development of the impulse over time shows that all mod- 

ls consistently predict an impulse that grows too slowly. Even 

hile the shock-wave is still inside the particle layer ( t < 37 τp ),

ll impulses are too low. A part of the reason for this is likely the

egative contribution of the inviscid unsteady force, but it is also 

artially due to the lower quasi-steady forces. An important conse- 

uence of the growing impulse deficit is that if the particles were 

llowed to move, the particle velocities and consequently their po- 

itions will deviate more and more from the correct results with 

ime. In this configuration, the particle velocity deficit at t = 100 τp 

ould on average be 30% , 15% and 13% for the isolated particle 

odel, the velocity-corrected model and the volume-fraction cor- 

ected model, respectively. 
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. Conclusions and future perspectives 

This work has compared particle force predictions from stan- 

ard drag laws to particle forces obtained by means of particle- 

esolved simulations. Both direct application of the drag laws with 

olume-averaged particle-resolved simulation fields as input and 

pplication of the drag laws within an EL simulation was used to 

valuate how well they perform. In addition, two drag law correc- 

ion models were evaluated with the same approach. All three ap- 

roaches capture the main phenomena occurring in this problem. 

hese are the reflection of the incident shock wave and a grad- 

al increase in the reflected shock wave strength over time, the 

radual attenuation of the shock wave as it propagates through 

he particle layer, and the flow expansion on the downstream 

dge. 

Without any corrections, the drag laws consistently underpre- 

ict forces. With the volume averaged fields as input, the av- 

rage isolated particle model prediction is just slightly larger 

han half the average value of the particle-resolved forces. In the 

L simulations, the predictions are in slightly better agreement 

ith the particle-resolved forces, but since the improvement is 

aused by differences in the gas-flow fields, we still conclude that 

he model is inadequate for use in high-speed dense solid-gas 

ows. 

The two correction schemes yield improved predictions rela- 

ive to the isolated particle model predictions. The first correc- 

ion scheme modifies the velocity that is used as input to the 

orce models, while the second scales three of the force com- 

onents by a volume-fraction dependent factor. With volume- 

veraged particle-resolved simulation fields as input, the volume- 

raction corrected approach gives the best force predictions. The 

elocity-corrected approach gives slightly lower forces than the 

olume-fraction corrected model on average, but is significantly 

etter than the isolated particle model. 

In the EL simulation setting, the situation changes. Here, the 

ifference between the volume-fraction corrected model and the 

elocity-corrected model forces is smaller, again due to differ- 

nces in the gas flow fields. The velocity corrected fields are in 

etter agreement with the particle-resolved simulation fields, and 

hus the input to the force models is better with this approach 

han with the isolated particle model and the volume-fraction cor- 

ected model. The reason for the improvement with the velocity- 

orrected model is less related to the particle force models than 

o the introduction of the velocity-fluctuation correlation term in 

he volume-averaged momentum equation. The velocity-correction 

odel stems from a simple approximation to the flow field within 

 particle cloud, where separated flow in the particle wakes is 

ssumed to occupy a non-negligible portion of the volume, and 

hus a velocity-fluctuation correlation arises that must be used to- 

ether with the velocity correction. The velocity-correlation im- 

oses extra forces on the gas, and these forces depend strongly 

n the volume fraction gradients. Therefore, the dynamics in 

he particle-cloud edges are modified, and this improves the EL 

imulations. 

The velocity fluctuations have clearly been demonstrated to be 

mportant in this work as well as in several previous studies, e.g. 

egele et al. (2014) ; Hosseinzadeh-Nik et al. (2018) ; Vartdal and 

snes (2018) ; Osnes et al. (2019, 2020) ; Shallcross et al. (2020) .

ere, we have successfully applied a model that assumes instanta- 

eous equilibrium between the fluctuations and the flow around 

t, as well as fluctuations that are only advected with the par- 

icles and not with the gas. In reality, none of these properties 

re present. Particle-wakes are not generated instantaneously, and 

nce they have been generated, they do not respond immediately 

o the changes in the surrounding flow. There is a time-delay that 

hould be properly modeled, and an appropriate form of the model 
14 
ould be something resembling the history integrals in the invis- 

id and viscous unsteady forces. Alternatively, a formulation where 

ass and momentum exchanges between the separation flow and 

he surrounding fluid flow are taken into account could be used. 

uch a model was proposed within a two-fluid formulation by 

ox et al. (2020) , who also showed that such a model can be hy-

erbolic. As shown in Appendix A , the velocity-corrected model 

ehaves poorly under mesh-refinement, a behaviour that is likely 

ue to the instantaneous equilibrium assumption, which influences 

he model’s hyperbolicity. 

In addition to the fluctuations that are “locked” to the parti- 

les, which are for example the separated flow behind the particles 

nd the stagnated flow in front of them, the particle wakes gen- 

rate fluctuations that are advected with the gas. These start out 

s vortices that form in the shear layers around the particles, and 

ver time become classical turbulent fluctuations. An appropriate 

odel for these fluctuations could resemble k − ε models, but with 

uctuation generation and dissipation terms that are derived espe- 

ially for high-speed dense gas-solid flows. Such approaches have 

n fact been attempted for a setting very close to the one stud- 

ed in this work, first by Vartdal and Osnes (2018) and later by 

hallcross et al. (2020) . When the fluctuations are advected with 

he gas flow, the velocity-correlation does not drop as sharply 

ver the downstream edge, and the expansion will not be quite 

s strong. We believe that the models for the gas-advected and 

he particle-advected fluctuations should be used simultaneously 

o achieve a combined model that captures the true behaviour of 

he fluctuations in the best manner. 

With both model evaluation approaches taken here, a consis- 

ent property of the force models is that they predict a force that 

ecays too rapidly following the shock-induced peak force. This 

an be attributed to the inviscid unsteady force, whose kernel can 

ake negative values between 1 . 6 ≤ 2 c ∞ 

t/D p ≤ 7 , where c ∞ 

is the

mbient speed of sound (see Parmar et al. (2009) ). The results 

f this work indicate that the kernels should either have lower 

agnitudes or possibly only positive values for the current vol- 

me fractions and Mach numbers. Since the inviscid kernels in 

 Parmar et al., 2009 ) were computed by accelerating a sphere in a 

onstant Mach number background flow, their validity in the case 

f shock-accelerated flow regimes is by no means guaranteed. In- 

eed, the results of that study indicate that the model accuracy 

aries significantly with Mach number even for isolated particles. 

n the incompressible, low-Reynolds number limit, Sangani et al. 

1991) provided correction factors that scale the inviscid unsteady 

orce for oscillatory flow, but simple scaling is insufficient for 

apturing the behaviour we have found here. Further studies are 

eeded for establishing inviscid unsteady force kernels for non- 

egligible Mach numbers and particle volume fractions. Particle- 

esolved simulations are well suited for this purpose. 

The current work has only evaluated the streamwise forces, 

hich, although clearly the most important for the present con- 

guation, are not sufficient for describing the behaviour of shock- 

ccelerated dense solid-gas flows. Lift-forces, or spanwise forces 

ue to local differences in the mean flow direction, are also im- 

ortant in this setting. This is especially true in diverging geome- 

ries, such as those found in explosive dispersal problems, where 

pherical or cylindrical symmetries are immediately broken, some- 

hing which is most clearly visible by the emergence of particle 

ets Zhang et al. (2001) ; Milne et al. (2010) . These asymmetries 

lso introduce volume fraction gradients that are not oriented with 

he flow direction, and the behaviour of such gradients is not well 

nown. Multiphase flow instabilities in general are an interesting 

opic in the context of shock-accelerated flow. The relation of mul- 

iphase flow instability to physics at the particle scale, as well as 

he connection between particle force models and instability, are 

mportant topics for future studies. 



A.N. Osnes and M. Vartdal International Journal of Multiphase Flow 137 (2021) 103563 

D

a

r

p

a

r

t

A

 

t  

�

u

0  

c

s

l

w

c

t

e

a

a

w

c

a

p

s

m

F

a

eclaration of Competing Interest 

All authors have participated in (a) conception and design, or 

nalysis and interpretation of the data; (b) drafting the article or 

evising it critically for important intellectual content; and (c) ap- 

roval of the final version. 

This manuscript has not been submitted to, nor is under review 

t, another journal or other publishing venue. 

The authors have no affiliation with any organization with a di- 

ect or indirect financial interest in the subject matter discussed in 

he manuscript 

ppendix A. Effect of grid-refinement 

Figs. A .1 , A .2 , A .3 show the effects of grid-refinement for the

hree models, with filter-widths σf = 0 . 5 D p and σf = 3 D p . Here,

x 0 corresponds to the width of the volume averaging bins 

sed for the particle-resolved simulations, which is approximately 
ig. A.1. Mesh refinement test for the isolated particle model, with F iu = F vu = 0 at four d

nd symbols show the results with σf = 0 . 5 D p while grey lines and symbols show results

15 
 . 5 D p . These results were computed with F iu = F vu = 0 since the

omputation of these terms are the most expensive part of the 

imulation, but are unlikely to affect the manner in which the so- 

ution converges as the grid is refined. The results are reasonably 

ell captured even at the coarsest grids, but there are some minor 

hanges that occur as the grid is refined. The most important of 

hese is that the reflected shock forms more quickly, and that the 

xpansion at the downstream edge is slightly stronger. Addition- 

lly, the shock wave(s) sharpen with increasing spatial resolution, 

s expected. 

The figures also show the differences between different filter 

idths for the volume fraction field for the three models. Espe- 

ially for the isolated particle model, a smaller filter appears to be 

dvantageous for capturing the expansion flow at the downstream 

article cloud edge. For all three models, the expansion becomes 

tronger with smaller filter widths, which is likely due to a larger 

agnitude of the volume fraction gradient. 
ifferent times. (a) t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . Black lines 

 for σf = 3 D p . 
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Fig. A.2. Mesh refinement test for the velocity-corrected model, with F iu = F vu = 0 at four different times. (a) t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . Black lines 

and symbols show the results with σf = 0 . 5 D p while grey lines and symbols show results for σf = 3 D p . 

Fig. A.3. Mesh refinement test for the volume-fraction corrected model, with F iu = F vu = 0 at four different times. (a) t = 15 τp , (b): t = 30 τp , (c): t = 60 τp , (d): t = 100 τp . 

Black lines and symbols show the results with σf = 0 . 5 D p while grey lines and symbols show results for σf = 3 D p . 

16 
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