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Sammendrag

Denne rapporten inneholder de tre artiklene relatert til eksperimentene pa NATO CWID 2007
som Sikker gjennomgaende SOA (prosjekt 1086) har publisert pa internasjonale konferanser.
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English summary

This report contains three articles describing various parts of Secure Pervasive SOA’s
experiments at NATO CWID in 2007. These articles have been peer reviewed and published at

international conferences.
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1 Introduction

This report contains the three articles we have written concerning parts of our experiments at
NATO CWID in 2007. The articles have been peer reviewed and published at international
conferences; one at the NATO RTO/IST-083 symposium in Prague in April 2008, and the two
others at the 13" ICCRTS in Seattle, WA in June 2008.

e —

Security Domain A

XML
Guard

Figure 1.1 NATO CWID demonstrator scenario

Our experiments were divided into two main focus areas, as shown in Figure 1.1. One
experiment part was concerned with XML security and guard solutions, while another part was
concerned with the use of XML and Web services in disadvantaged grids’. It is the latter part
that is the focus of this report, as the three publications discuss different parts of this experiment
in detail:

1. Traditional Web services use SOAP over HTTP over TCP/IP. Tactical networks have
different characteristics from those of the Internet, and thus can benefit from using
solutions tailored to such networks. In military networks one should have a solution
that can be used across different networks, and that supports store-and-forward. The
latter is lacking in traditional Web services. We suggest that one can use tactical
protocols as a transport for Web services in such cases, and have experimented with
MMHS as a carrier. Our results are presented in Appendix A.

2. Replacing the communication protocol as described above is only one way to reduce
communication overhead. We have also experimented with other methods, such as
content filtering. The idea behind using content filtering is that you can remove
information that is not useful, and thus reduce the amount of information that needs to
be transmitted over the network. See Appendix B for our publication regarding content
filtering.

3. Optimizing the transport protocol and filtering content will, as we have shown, help
reduce communication overhead. However, these techniques will only solve parts of

! Disadvantaged grids are networks with high delay, low bandwidth, mobile units and frequent disruptions,
i.e. the military communication networks at the lowest tactical level.
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the problem. Since Web services are based on XML, a text-based format, the
information that needs to be exchanged will be quite verbose compared to a binary
format. However, the drawbacks of XML can be circumvented by using compression.
See Appendix C for our evaluation of different compression mechanisms.

For an overview of the entire NATO CWID experiment, see FFI/Rapport 2007/02301. Further
details about the disadvantaged grid experiment can be found in FFI/Notat 2007/02063. Please
note that the articles presented in this report discuss their respective topics in more detail than
those previous reports.
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Appendix A Publication at IST-083 regarding MMHS as a
transport for Web services

EROANEEATION

Utilizing Military Message Handling Svstems as a Transport Mechanism
for SOA in Military Tactical Networks

Mr Frank T. Johnsen, Mr Anders Eggen', Ms Trude Hafsee', and Dr Ketil Lund’
MNorwegian Defence Fesearch Establishment (FET)
PO Box 23
W0-2027 Ejeller
Norway

frank-trethan johmsenia fino / anders eggeniffi no / tude hafeos i £ no / ketil hind @ £ no

ABSTRACT

In NEC there is an ambitious vequivement for users at all operaronal levels ro seamlessly exchange
informarion. Web services ave in widesprend use on the Infernet today, and COTS products are readily
available. Thus, it makes sense to attempt fo utilize such technolegy for militmy purposes. Data-rate
consivaints in factical networks impose great challenges that have to be solved in order to fully deploy a
304 nupporting NEC. In ovder to allow for use of services at different operational levels, imformation
neads to paverse heferogeneous networks with different characteristics. In thiz paper we present our
axperiences with using a Web service over a Military Message Handling System.

1.0 INTRODUCTION

In NEC there iz an ambiticus requiremnent for users at all operational levels to seamlessly exchange
mformation. The first step towards NEC 1= to integrate legacy strategic and tactical systems into a
conmon nefwork. For such mtegration the modular concept from Service Onented Architectures (SOA) 1s
essential. Each legacy system can be viewed as a separate moedule that needs to be mterconnected with
others. In order to get the different modules to cooperate one needs & commeon standardized means of
commmmication between them We are investigatmg the possibility of using Web services for this purpose.
The challenge lies in using Web services over tactical commmmication systems with low available
bandwidth and high emor rates, so-called disadvantaged grids. Systems and equipment vsed at varous
levels are different, and the mformation exchange nmst be adapted to fit the capacity of the systems used.

Data-rate constramnts in tactical networks impose great challenges that have to be solved in order fo fully
deploy a SOA supporting NEC. In owr previous work we have suggested the use of techmigues such as
compression, filtenng, and proxy servers to limit bandwidth usage, m order to enable the use of Web
services In tactical networks [6][7]. On the Intemet, Web services use the XML-based SOAP protocol
over HITP and TCP for mformation exchange. However, as we describe below, properties of these
protocols make them unsuited for nse in disadvantaged grids.

In order to allow for unse of services at different operational levels, information peeds to Taverse
heterogensous networks with different charactenistics. This requirss a message based mansport system
with store and forward capabilities. Our suggestion 15 that one should consider replacing HTTR/TCP with
the Malitary Message Handling System (MVMHS) muplemenang STANAG 4406 [7]. MMHS has both
specially designed tacdcal protocol profiles and store and forward capabihities. It 13 already present, or in
the process of being mmplemented, in many tactical mulitary commmmication systers, and nsing an already
existing messaging system such as MMHS can potentially reduce the time neaded to deploy Web service

! These authors are listed i alphsbethical arder.
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bazed solufions m tactical networks.

At NATO CWID, an snmnual vemue for interoperability demonsiration and expenmentanon. we
mplemented a Web service usmg MMEHS as a transport layer as a part of our expeniments. In this paper
we present our expenences with using a Web service over MMWHS, based on our experiments at NATO
CWID 2007.

The remainder of this paper i3 structured as follows: First, we discuss HTTP and TCP, the most commen
means of mansport for SOAP messages in Web services, with emphasis on the drawbacks of these
protocels in tactical networks. Then, we proceed to inoduce STANAG £406, and discuss the benefits of
emploving tactical mansport protocols. These two parts form the thecretical foundation of our paper. after
which we present the experiments we performed at NATO CWID where we used MMHS as a camier for
Web services traffic. The expermments were a success, thus functioning as a proof of concept. A summary
section highlighting our most mportant findmgs concludes the paper.

10 HTITP AND TCP IN DISADVANTAGED GRIDS

The use of HTTP over TCP ongmates from the World Wide Web, and has later been adopted as the
prmary protocol combination for Web semices. The SOAP messages exchanged between Web services
clhients and servers are sent using HTTP. wihich in tum utihizes TCP for reliable transfer of the messages.

HTTP is synchronons, which means that when a SOAP request is sent, the HTTP connection is kept open
umntil the SOAP response is remmed m the HTTP “acknowledgement”™. If the commection times out because
of delays or for amy other reason, there will be a problem routing the SOAP response back to the service
consuer. Consequently, HTTE will not work well when used m disadvantaged grids or in a combimation
of heterogensous networks. Furthermere, in disruptive networks TCP comnections break, thus making the
protoco] less suted to the tactical enviromuent. Such networks require asynchronous conmuuucatnons and
protocols that are gble to cope with the charactenstics (e.g. data rates. delays. frequency of
discomnections) of nulitary commmmication networks:

* Protocols that can withstand long and venable round wip times, while at the same time having
wvery little conmmmnication overhead

+ Store and forward capabilifies, where intenuediate nodes can store a message umtl it can be
delivered to the recipient rather than discarding the message if immediate delivery is not possible.

The store and forward capabality i3 needed for twoe reasons: Users comnected through a disadvantaged gnid
can experience frequent but short comnmmication disruptions, which can prevent a message from being
delrvered mmediately. Having store and forward support can ensure that the message is not dropped. In
addition, store and forward can be used in gateways between network types to compensate for differences
m link capacity between the networks. An ordinary router 15 at risk of having to drop packets due to its
buffers filling up faster than the packets can be transmitted cut onto the lower capacity network.

3.0 STANAG 4406

In NATO, Formal Military Messaging is standardized i STANAG 4406 ed. 2 (34406). A MMHS is
responsible for the delvery, formal sudit, archiving, numberng, release, emmssiom, secunty., and
dismbution of recerved formal messages. In NATO, the formal messagimg service i3 seen as the velacle
for securs nussion-crifical operational, mulitary applications (email systems are notf). 54406 Edition 1 is
the only agreed standard to achieve mteroperability between the formal messagmg systems of NATO
nations. Systems compatible with the 54406 standard have been and are being implemented widely by the

PAFER 13 -2 RTO-MP-IST-0B3
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NATO nations and by the NATO crgamzation.

54406 defines three protocol profiles adapted to different commmmication netwerks [3]. The ongmal
comnection orented protocol stack defined in 54406 Annex C was developed for smategic high data rate
nerworks. and is not suitzble for channels with low data rate and high delays. The protocol profiles TWI-1
and TMI-4 have therefors been developed for use between Message Transfer Agents (MTAs) over
disadvantaged grids. With the mclusion of these protocol profiles in Amnex E of 54406, a common
baseline protecol solugon exists that opens for the use of MMMHS in both the strategmic and tactical
ENVITOLMENS.

Table 1 shows, for each of the three protocol profiles, approximate overhead in bytes per message together
with the number of changes in fransmission directions during one message Tansnussion.

Protocol profile | Domain | Message overhead Change in transmission directions per
message transmission

STANAG 4406 | Smategic | 2700 bytes g
Ammex C

STANAG 4406 | Tactical | 700 bytes
Apnex E TMI-1

[

STANAG 4406 | Tactical | 20 bytes 011 using the retransmission option)
Ammex E THI-£

Table 1: Owerhead and change in transmission directions for the different 54406 protocaol
profiles

In addition to nubtary messaging, MBHS may also be used as an mfrastructure for mterconnection of
other applications, including Web services, by use of a standardized application programmuing interface
{APT). In this perspective, the MMHS can be viewed as a replacement for HTTP/TCP that can enable the
use of Web service applications I commmmcation systems with different quality and datz rate. The
benefits of using MMHS in this way can be summmnzed as follows:

= Peuse of an already established messaging infrastueture m WATO and the NATO nations.

»  Three different protocol prefiles that enable tailoring of the ransport system to the conmmmication
networks (simplex, half duplex or duplex). Two of the protocol profiles are alse very bandwidth
efficient.

+ Support for both reliable and unreliable Tansomssion modes.

+ An asynchronous store and forward system able to traverse different commmmication networks.

+  Support for prienty and preemption mechamsms for handhng tome crtical information.

+ Support for both nmlhcast and umcast of messages.

A key component m MMHS 15 the Message Transfer Agent (MTA), which 13 a switch in the message

fransfer system. This switch provides store and forward fimetionality, and may be used as a gateway
between strategic and a tactical messaging systems. The MTA may have a miple protocol stack

RTO-MP-IST-083 PAPER 13 -3
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mplementing both the strategic commection ortented protocel profile and the two tactical protocol profiles,
and can therefore route messages between mdfrastucture WANs and low data rate tactical links (ses Figure
). When using the MMHS for transfer of SOAP messages. the MTAs and the Web service fimetionality

are integrated. and there is therefore no additional delay for checking or connecting to a Message Store”.

Web Web
Services Services

MTA MTA ATA MTA
Tacricsl Saregic| Tactical | oo
TAIL-1 TMI1 Anmer C | TMI-4 TAMI4
Prodocel Protecel | Protecal
Seacle Stack

Taceical domain

Figure 1: Seamless interconnection of Web Services over heterogeneous communication
networks by using MMHS as an overlay network

4.0 EXPERIMENT SETUP

Because of the mteroperability benefits of nsmg Web services, we want to extend its use as far out on the
tactical level as possible. In our work on using Web services over disadvantaged gnds, we focus on the
upper layers of the protocol stack (1e., application and Tansport lavers). More specifically, we focus on
efficient mformation representanion and compression of XML, in addition to the use of MMHES as a
transport mechamsm.

In Figure 2 we show a simplified view of our experiment setup at NATO CWID 2007. The machine
nmmng the NORMANS software was comnected to the local HOQ through a lmk emmlator. It was
configured n such a way that network traffic between the local HQ) and NOEMANS was slowed dowm,
vieldng a ink with 2.4 Ebps capacity. This fimctionad as our disadvantaged gnd m the expenments we
performed.

We have tested different datz models m order to achieve an efficient information representation. This year
at WATO CWID we have been using XML encoded NATO Friendly Force Information (IWFFI) [2] data,
which is a relatively compact format On the Web service layer we have used compression, in order to
reduce the size the S0AP messages that are passed between the systems. In pamicular, we have used
Efficient XML from Agile Delta. which has proven to achieve high compression ratios.

* All sent and receivad messages are placed into one or more storages. This 13 determmined by onginaror and recipient(s) of the
messages. Every user has 3 personal storage. and every organizational unit hes an officizl storage.

PAFER 13-4 RTO-MP-IST-0B3
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Figure 2: NATO CWID disadvantaged grid setup (scenario on top, actual experimeant
setup below)

Below we give a brief overview of the different expeniment components. For further details about
configunng and using XOmail, a link enmlator, the NORMANS software, and cur wrapper software, see
[11.

4.1 NOEMANS

The focus of our expeniment was on Web services and mteroperability. Thus, we chose to SOA-enable an
experinental tactical system. the Norwegian Modular Network Soldier (INOBMANS). We wrapped the
NOFRMANS software m a Web service, which would commumicate with the local HQ using standardized
KML-encoded NFFL

An overview of NORMANS is given in [4], and the C2T system is presented m [3] NOBMANS is a
conceptual approach towards the fumure Norwegian soldier system. The concept mcludes use of legacy
equipment and focuses on the need of mtegratng all componems to a working system both for the
individual seldier. and for the section and higher echelon units. The NORMANS C4I concept is based on
volee and data commmmication within the sections using a simplified data Tansnussion protecel. This
propoetary protocol cwrently does not facilitate mteroperability with other nations, a kev concept at
WATO CWID. Thus, the modified version of the software does not conmmmicate via this protocel but by
mput and output of 3L formatted data.  The WOBRMANS system would report its own position to the
local HQ, and recetve track updates for 1ts area of operation.

RTO-MP-IST-083 PAPER 13 -5
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4.2 Link emulator

Commumication took place over a low bandwidth network. in our case 2.4 Kbps. We used the NIST Net
network emmlater package for emmlating a tactical link in owr experimients. The NIST Net software is
freely available, and can be downloaded from “hitp./‘wranw-x antd nist. gov/mistnet™.  We used version
3.0a with SuSe Linux 10.0. We used a network enmlator so that our environment should be stable and the
results representative and repeatable.

4.3 Local HQ

In the inreduction we mentioned that there are several measures that can be taken to attempt to use Web
services m disadvantaged grids. In thus respect. steps to reduce bandwidth use are mmportant. so we used
compression and filtering. The filtering was performed at the local HQ). which would then send only
geographically relevant data to the NOERMMANS umt. Furthermore, the local HG built and visualized a
common operational pictore with aggregated mformation from several sources and conmmmication

parmers.

4.4 Web service

When using Web services n a disadvantaged grid, it 1s important to optinmze the data commmmication in
all areas possible. Figure 3 shows our optimuized commmmications stack, where HTTP over TCP/IP has
been replaced with a STANAG 4406 compliant mulitary message handling system. The tactical profiles of
the MMHS, defined in Anmex E, are designed for use m disadvantaged prids, and should therefore be well
surted as & means of mansport for SOAP messages. In addition to replacing the protocols used for transpaort
of XML data, we have performed tests with other forms of optinmzation. such as bmary XML compression
and content filtenmg, see [1] for further details.

Figure 4 shows the dataflow in the expeniment. The application. 1.2, Web service wrapper. compresses
NEFI with Efficient XML, then uzes Basetd encoding to make a sming from the encoded data. Due to a
bug either in XOmail or the Java APT we had to encode our binary data as Basef4. If the data was not
encoded, then sometimes the recerving XOmail application would discard the message as mvalid  This
occurred even if XOmail a5 a mail program should handle binary attaclments. We nsed XOmail version
14.1.5 beta 1 wath some patches for our NATO CWID experniments. Seeing as we used a beta version of
HOmail, we must Thales to remedy this in a later version

PAFER 13 -6 RTO-MP-IST-0B3
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Disadvanfaged grids

Figure 3: Communication between systems

After applving the Base6d encoding, the resulting stting is then wrapped in a S0AP envelope. The
resulting message 1s sent via MMHS, ie XOmail, nsng the send fiunction m the Java APT XOmail then
handles the actual transport, using one of the tactical transport protocols.

: NFFI EFX Basedd SOAP MMHS N

~EL L ATNLA {2 1namrs

<BORE S1EI668RdIb3

JB4 0D ahid |bmll1G 21henRs 1B4dIT18%a
VIgag® Tl ™ hiGlja 1 HihbafiZb.11
fivsEbpo| | amst1cighed <EORES 5564611591

\ 4

Figure 4: Dataflow in the experiment.

5.0 RESULTS

As a part of our interoperability experiments at NATO CWID we tested and evaluated the use of MMHS
23 a camier for Web service raffic. MMHS has many of the gqualities that are needed to ensure delivery of
messages bemwesn srategic and tachical conmmuneation systems, and gives the benefit of being able to
Tense an existing mfrasmuchore for 2 new purpose.

Chr goal in performmng these tests was twofold: we wanted to evaluate the use of store and forward in

RTO-MP-IST-083 PAPER 13 -7
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general, and MMHS specifically. We also wanted to compare and evaluate the two tactical protocol
profiles of 54406, TMI-L and TMI-£, in order to inwestigate how the differences m overhead and
directional c'_hanges affects Tansnussion dE].Ei.} Through our tests we hawve:

» Confimmed our hypothesis that MMHS can be used as a replacement carmier for Web services.

+  Shown that usmg MMHS avoids the time-out problems that arise when using standard HTTP over
TCP m tactical networks.

+  Inmoduced the abulity to use Web senvices even when commmnzcation lmks fail tenaporarily.

Furthermore, we were able to show that an emistmg (proprietary) service can be adapted to a SOA
environment; and that by takmg the necessary measures, Web services can be used m disadvantaged gnds
similar to the one we enmlated.

We compared the two tactical profiles of 54406, TMI-1 and TMI-4. in order to establish the efficiency of
the two profiles. For the measurements, we mansferred documents contammg NFFItracks, and we
compressed the documents using efficient XML wath bunlt-in compression enabled. In order to sinmilate a
disadvantaged gnd, we used NIST Net configured with a bandwidth of 2.4 kbps.

MNetwork latency (2.4 Kbps)

o
m kP

Ferage awg. 1o HQ avg. from HQ

Figure 5: Message transmission delays

In Figure 5 we show the results of our expeniments. The graph shows the overall average transfer time, the
average transfer time from NOFMANS Advanced to HQ, and the average transfer time from HQ to
WNOBMANS Advanced. It should be noted that the documents sent to HQ) contained only one NFEI-track
(the soldier reporting cwn position), while the documents sent from HQ to NOBEMANS Advanced
contaned 20 to 23 NEFI-tracks each Thus, the graph clearly shows the effect of compression; sending 20

PAFER 13 -8 RTO-MP-IST-0B3
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fracks only takes about twice the time of sending cne wack.

When comparing the bars for TMI and DMP, 1t 13 also clear that TMI has considerably more overhead
than DMP. Thas is pardcularly noticeable for small documents (from NORMANS Advanced to HQ). simce
there 1z leas data over which to amortize the overhead.

6.0 SUMMARY

We have shown the benefits of employing store and forward which allows Web services to be taken out
on to the tactical level. We have alse shown that specialized protocol profiles are nesded. and we have
concluded that both TWI-1 and THI-4 can be used in this scenano. Which of the two protocel profiles one
should use depends more on which fimctionality 15 needed for the application in guestion rather than on
the difference m delay.

For reliable tramsmussion of large messages over commmmucation chammels with a ngh loss rate, the
selective refransnussion finctionality of TMI-1 can cutweigh the somewhat higher delay mtroduced by the
protocol. However, if the application m guestion sends smaller, regular updates where the occasional loss
of a message can be telerated. THI-4 15 a better altemative.

The two protocol profiles can be seen as fulfilling the same pluposes as the better known TCP and UDP
protocols do on the Tnternst, where TMI-1 and TMI-4 £ill the roles of TCP and UDP, respectively.
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Reducing Network Load through Intellizent Content Filtering

Abstract

Fumire international military operations will be more complex than tradinonal operations
undertaken by just one nation; nulitary wnits from different nations will have to cooperate
with not enly with each other but also with local governments and civil erganizations in
order to reach common goals and to ensure a shared understanding of each other’s task
and domain responsibility. One characteristic of such endeavors is that each organization
brings with 1t its own information and communication systems. Interconnecting these
communication systems will lead to an increase in the total ameount of information
available to users of these systems. One of the main challenges when building an
information infrastructure to support such operations is to ensure information superiority;
all nsers nmst get access to the information they need to perform efficiently, while at the
same time aveiding that the user is flooded with irelevant information. Making sure that
only relevant information is transmitted is even more important in tactical systems, where
communication resources are very limited. This paper describes the use of several
different types of content filtering a3 a measure for reducing the network load, and
presents the results of our experiments with content filtering in disadvantaged gnds
performed at NATO CWID 2007,

Keywords: content filtening, tactical networks

Introduction

International nulitary operations, such as those performed by the NATO Eesponse
Forces, require that a number of participants from different nations and organizations
work together towards a shared purpose. Mission effectiveness depends on the
participants’ ability to communicate both effectively and efficiently with all cooperating
partners, thus a common information infrastmicture is essential.

A common imformation infrastructure for NEC operations needs to be able to ensure that
all nsers are supplied with information that is both sufficient and relevant encugh for
them to be able to make appropriate decisions at all times. Such an merease in the amount
of mformation that 15 available to users can canse problems both at the cognitive level
and at the network level. Thiz paper discusses how content filtering can be nsed to reduce
the impact increased volumes of mformation can have on the network. In particular,
tactical links have low bandwidth available, and only relevant imformation should be sent
over the network to limit the possibility of congestion due to irelevant data. Maintainmg
information superierity, which is the capability to collect, process, and disseminate an
mninterrupted flow of mformation while expleiting or denying an adversary’s ability to do
the same [7], means that proper information management is critical. Ensuring that only
relevant information is transmitted over the network helps maintain information
superionity, in that irelevant information 15 not allowed to disrupt the information flow
by overflowing the network

FFl-rapport 2008/01430 19



13™ ICCRTS: C2 for Complex Endeavors

Content filtering can be used to alleviate network congestion by remeving mformation
that is not relevant to the user. Several different types of content filtermg exist, depending
on the type of the data and how the data 1z used This paper presents results of
experiments performed at NATO CWID 2007. In these experiments we tested how
content filtering can be used to ensure that enly relevant information was supplied to
tactical users, and thereby avoiding overloading the network and saving bandwidth
resources at the same time.

The remainder of this paper i3 organized as follows: First we present the tactical system
and the data format used in the experiments, followed by a description of different types
of content filtering. Then we present the experiment setup and results.

Background and Motivation

Using content filtering is one of several measures that can be employed i order to
increase the information infrasmictures ability to adapt te changing network and
battlefield conditions. [1] states that this kind of adaptability i3 one of the requirements
next-generation military mfonmation systems need to fulfill

In order to test the usability of content filtering, we performed several technical mals at
NATO CWID 2007, as part of a larger Service Orented Architecture (S0A) expeniment.
We S0A-enabled an experimental tactical system called NOBMANS Advanced, as this
allowed us to test not only content filtering alone, but also confirm that the content
filtering techmigues we tested works i conjunction with Web services.

NORMANS Advanced

The WORMANS [2] concept inchudes a C4I system that 15 designed to take the roles of
the different type of users into account. Dismounted soldiers will in the future act as
sensors, effectors and decision makers, and thewr C41 equipment, both hardware and
software, must reflect their main tasks. The NORMANS C4I concept has a modular
approach based on a main navigation and communication module, named NOBEMANS-
light, for all private soldiers in a section. A more advanced commander system
(NOPMANS advanced) uses digital maps, friendly foree Tackmg and the ability to mark
red force observations to help improve situational awareness for more advanced users.
The NORMANS C4I concept 1s based on voice and data communication withm the
sections using a simplified data transmission protocel. In addition, voice as well as data
can be sent between sections uzing IP and a tactical messaging system.

AtNATO CWID we used a shghtly modified version of the WOEMANS advanced
software, as the use of a proprietary protocol complicates interoperability. Using standard
based sclutions makes the task of inferconnecting systems easier, so we modified the
software to communicate by inputting and outputting XML formatted data.

(]
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Filtering

To mamtain information superionty in a coalifion force it is paramount that all necessary
and relevant information 15 dissenunated throughount the network. Thus, 1t becomes
important to identify the information that 15 mdeed relevant, and transmut only that over
the network. Which information that is relevant will vary from user to user depending on
their role and what the information will be used for. In order to perform correct filtering,
the system performing the filtering must be aware of the needs of its users, and filter
accordmgly. In our trials the filtering was done based on a profile that specified which
information was mest important to the user.

How can we identify information as relevant? Thers are many factors to take mto
consideration. For example, some information may only be relevant within a certam area
of operations, and thus it should be disseninated only in that geegraphical location or to
nsers ontside the area that specifically request that information. Some information may
change frequently, for example position information, whereas other information can
change less frequently or even be entirely static. In such cases messages containing
status updates have different regquirements as to how often they nead to be transmitted. If
network resources are scarce, then knowledge of the importance of the information can
help the system pricritize by sending the most important information first, and delaying
or perhaps even entrely discarding the less mportant mformation. Which information
each umt needs, 1s first and foremost a question of which role the unit has. In some cases
filtermg an entire message of part of a message will save network resources while sall
ensuring that the recipient gets all the relevant information that it requires. Security
izsues, trust and clearance are also important aspects, and filtering should also be used to
stop classified information from exiting a system. This latter aspect 1s cumrently subject
to research and has a lot of open issues still which are beyond the scope of this paper.
See [4] for an overview of some of the security related filtenng experiments at NATO
CWID 2007.

In summary, we have several aspects to consider when disseminating information. The
most important aspect 13 that only necessary and relevant information should be received
by the units. Thers are many factors that can be used for filtering; a non-exhaustive list is
presented below:

+ Geographical filtering

= Frequency based filtering

= Promnty based filtering

+ Fole based filterng

= Securty label filtering

Furthermore, the filtering can be of two types, in that one can filter

Lad
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« [Entire messages, or
« Parts of messages.

In our experiments at NATO CWID 2007 we used a combmation of geographical and
frequency based filtering. The mformation we considered mn the experiments was only
tracking information, and thus we used filtering of parts of messages to ensure that only
relevant tracks were delivered to the unit in the (simulated) field. In the following section
we discuss the experiments and filter fimeticnality in detail.

Implementadon challenges

Hawving discussed some of the different issues of filtering above, we now mm cur
attention to the challenges that arise when one considers implementing a filterng
scheme. Le., we nesd to decide how and where the filtermg should be done. The “how™
of filtering 1s basically a matter of choosing which technique(s) to mmplement, for
example a combination of geographical and frequency based filtering as we used for
tracking information in our experiments. Which kind of filtering 1s best to nse will
depend on the kind of information the message contams. The challenge here 1s to
identify the recipient’s needs when desizning the system, and performing filtering
accordmgly. How to describe these needs should be a matter of discussion and
standardization within WATO, and a further discussion of these challenges are bevend the
scope of this paper. After having decided which policy to employ, there 1s the i3sue of
where the fimetionality should be implemented.

The “where” of filtering 15 & matter of placing the filtering fimetionality i the KEC
information infrastructure. The easiest way to filter mformation is in the receiving umit.
That unit may know which data 15 relevant to present to its user, and can discard other
information. This requires no state information in the network or in the information
producers, thus leading to low system complexity. However, for each piece of
unimportant information that is discarded in the end-system, a comesponding amount of
bandwidth has been wasted in Tansmitting thus imnformation all the way from the producer
to the receiver. Ideally, only information that is relevant according to the chosen policy
should be mjected nto the network. If one can perform the filtening where the
information is produced, then this 1s optimal in two ways; firstly, no bandwidth is wasted,
and secondly, only relevant information iz received by the end-system

terminals. However, implementing the filtering policy m every potential information
producer may be infeasible. Filtering requires some processing for the system to find out
whether the information should be transmitted or not by mmspecting the information and
comparing it to the policy. As such, this will put higher requirements on the
computational capabilities of these systems. In any case, proxies should be employed
between networks to ensure better use of resources [3]. The proxies can for example
function as security guards [4], something that will be needed on the way towards full-
fledged NEC to secure the information flow. If we nead proxies anyway, then perhaps
one should just implement the filtenng functionality there and reduce the complexity of
the end-systems? System implementation complexity 1s reduced by centralizing the
filtering functionality in proxies, but such a solution leads to an increase in bandwidth

4
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consumption between the producer and the proxy since the data transmutted between
these are unfiltered. It should be noted that the proxies will need pelicy information for
each kind of unit that 15 to receive information. Furthermore, the proxy nst be able to
recognize and process different kinds of message formats that can pass through it. This
means that the proxies will become potential bottlenecks in the network due to the
computational complexity of message processing.

In short, we have discussed the three places to perform filtering:
« Filtering in the end-system terminals
o Low complexity
o Stateless
o High bandwidth use
= Filtering in proxies

o High complexity — must know all combimations of end-system terminal
and message formats and the comesponding filter policy

o Proxy may need to keep state (for example position miormation for each
TeceIving unit in the case of geographical filtering)

o Reduces bandwidth uze across networks
« Filtering in the message producing system

o Medium complexity — must know all end system-terminals and
comrespending filter policy

o May need to keep state

o Best bandwidth utilization since no unnecessary information is mjected
nto the network

Basically, filteting in the end system should be avolded since 1t wastes network
resources, and especially on the tactical level bandwidth is scarce. Seemingly, filtering in
the message producing system is the best option. However, proxies also have an
important benefit over that of filtering mn the producer: If the producer sends mformation
to recipients with different capabilities, then it must filter once for each type of

recipient. A proxy, on the other hand, will be closer to the recipient, and as such
potentially have fewer types of recipient to filter for.

In our experiments we used the proxy filtering approach. The local HQ) track store was on

a lugh capacity LAN together with the proxy server which was connected to the
(emmulated) disadvantaged grid. We focused exclusively on disseminating tracking
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information, and as such we had a relatively simple proxy solutien: Our proxy kept state
about each recipient (last reported position). It received all the information from the track
store at regular intervals, and would then perform geographical filtering of the tracks
based on the state 1t kept before sending the regional racks over the tactical network to
the NORMANS unit. The proxy alse performed frequency based filtering as one of the
filter types used did not transmit all data at the same interval, but rather updated the most
relevant data more frequent than other data.

Experiments and Evaluation

Defence B&D Canada have performed a senes of technical tmals related to the
dissenunation of operationally important mformation in congested tactical radio subnets
using their Low Bandwidth Test Bed [3]. Among the expeniments performed is a test of
dynamic reduction of network load by using content filtering techmieues, as described m
[1]. The expermment involved using an mnformation management rle to determine
whether or not to suppress replication messages. These messages contamed a unit’s
report of 1ts own position, and the rule used was based on how far the unit had moved
since it previously reported its own position. Each node would use this rule to make an
autonomous decision to either broadeast or suppress its own position at given time
intervals. This means that the type of content filtering done in this experiment was a type
of frequency based filtering, but the information management: rles used were
gecgraphically based. The decision whether to perform filtering or net was made locally,
which means that the required state could be maintained by each unit independently.

In our experiments wnits reported their own position, and the position data was gathered
by a central umt, and distributed to all units. Because the unit reporting 1ts own position
was in constant movement, we did not perform filterimg of the unit’s own position
reports. We concentrated on filtering data that was being sent out to the units, as these
messages could contain pesition data for all other vmits in the battlefield, and were thus
sigmificantly larger in size than the positien reperts wansmitted by each wut mdividually.
We performed this filtening as close to the source as possible in order to save bandwidth
on the simulated tactical lmks in addition to avelding floeding units with information
they did not want according to their profile. Allowmng an intermediate node to perform
filtering made our experiments more complex, as the intermediate node had to have
updated information about the location of each unit in erder to correctly perform
geographical filtering. The mtermediary did this by intercepting the reports sent by each
unit containing their lecation, and maintaining an overview of the last known location of
each unit.

In our experiments at NATO CWID 2007 we looked into the use of content filtering for a
blue force tracking application, using WFFI-formatted data. We performed two different
kinds of filtering, namely geographically based filtering of complete tracks, and filtering
of opticnal information within tracks. A simple form of geographical track filtening 1s
using & fixed zone filter to remowe all macks that are cutside the unit’s area of operation.
Geographical filtering can also be used in combination with a second content filter that
reduces the freguency of track reports.
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Geosgraphical filtering - Fired zone filter

The fixed zone filter consists of a simple filter mechanizm on the server side which 1s
performed on each track. "Relevance” in this filter 15 defined as tracks within a certain
distance of the soldier. For each track the distance to the last known position of the unit
i3 caleulated. If the distance 1z greater than a certain number (fixed, but configurable m
the filter) then the track mformation 13 not sent. All tracks closer to the umat than this are
reported. Such filtering is important to ensure that no unnecessary information is sent.
Figure 1 shows unit placement on the battlefield for a tactical user (left) and a local HQ
user {right) respectively. The local HQ has a complete overview of the situation, while a
fixed zone filter is used to linut the information sent to the tactical user. This means that
the tactical user only gets notified of cther units that are within its area of operation.

/f/ ﬁfhﬂ

0
fallula

ton-Freewater

Ipepaéin_

Tactical unit dizplay Local HQ screenshot

Figure 1 Fived zone filter

Gesgraphical filtering - Zone ring filter

The zone nng filter is similar to the fixed zone filter in that 1t uses distance as its filter
metric. The 1dea 15 to save bandwidth while at the same time providing the umt with an
overview of a larger section of the battlefield. This techmque can be used when
bandwidth limitations makes it impossible to transmit information about all relevant umits
a3 frequently as needed. The zone rng filter 15 optimized to allow for more frequent
updates of tracks that are closer to the client than those that are further away. While the
fixed zone filter nses one ring as its zone (a track 15 either inside (report 1t} or cutside
{don’t report it) the mg), the zone ring filter uses three rings. These rings are arranged m

7
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such a way that the inner ring 1s updated most frequently, followed by the second ring,
and finally the third nng. Information about tracks outside the third nng will not be sent.
This i3 comparable to the fixed zone filter, which actually only has the fimetionality of
nng 3.

N
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irq
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e, I

Figure 2 Zone ring filter layour

In Figure 2 we give an example of the zone ring filter: The rectangle is the display of the
NORMANS system. The display 1= always centered at the soldier’s position. This
position 1s reported back to the central service every 40 seconds. Based on this position,
the service will send its filtered track information back at certain intervals (configurable),
with different multiples of the interval for the different rings (also configurable). The
way we used the filter at NATO CWID was to configure rings 1 and 2 so they fit inside
the map view of the unit, and configure ning 3 so that it was just outside what was
possible to visnalize. That way, the unit would recerve frequent updates for units
positioned inside rimg 1 and less frequently for units that are inside ring 2, but outside
ning 1. Updates about units that fall between nings 2 or 3 were rarely sent, and no
information outside ring 3 was ever sent. Note that the rimgs are adjacent and do not
overlap: When track information inside ring 2 is updated the information nside ring 1 1s
not sent (unless ning 1 and 2 have the same update frequency configured). The same
applies to mformation from within ring 3, which is also independent of ring 1 and 2.

Figure 3 shows an example of the map display for a tactical user on the left and the local
HQ on the right. At first glance the two images seem to report the exact same
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information, but the local HQ has more frequently updated mformation for the umits that
are far away from the tactical user.

Tactical unit display Local HQ screenshet

Figure 3 Zone ring filter example

Filtering oprional fields

We have now discussed two filters for tracks. We can also filter information within the
tracks themselves, optional fields which may be of lesser importance to the soldier. This
form of content filter 13 discussed below.

Ar CWID we transnutted all track mformation as NFFI, which has some mandatory and a
Iot of optional fields. The NORMANS Advanced tactical system can only utilize a very
small subset of the information that can be represented m an NFFI message. This means
that if we transnut the full message, a large part of the information will be discarded by
the recipient as not relevant. In order to save bandwidth we employed optional field
filtering by removing all the irelevant information at the server side before transmitting
the data.
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Results using filtering of optional fields combined with the zone ring filter

In our experiments we used the WIST WNet™ network emulator package for emulating the
tactical link. Using tus software, the link was limited to a bandwidth of 2.4 Ebit's, which
15 representative of the bandwidth one can expect when using a radio network designed
for speech traffic. The time it takes to fransmit a package over this lmk will vary
depending on other traffic that is using the same link, and the mmmbers given below are
typical of the ones we observed during the experiment.

When transmithing track updates ever a tactical network like the one used m the
experiments, even a small mumber of tracks per message will quickly fill the hnk. The
link usage can be reduced by either sending messages less frequent, or by reducing the
size of the messages.

Our expeniment with the fixed zone filter was ammed at deternuming what the maximum
update frequency 15 when using a speech channel. Applying the fixed zone filter reduced
the number of tracks in the messages significantly enough to allow for an update
frequency of 30 seconds. This update frequency used up most of the available bandwidth,
but a somewhat lower update frequency that leaves more link capacity free will m mamy
cases be sufficient.

Further reduction of the bandwidth nsage can only be achieved by applving a stricter
filtering method or by reducing the update frequency. However, reducing the update
frequency means that the nisk of tracking information becoming cutdated increases. We
investigated how to better utilize the himited bandwidth available by applying the zone
ring filter described above without having to compromuse too heavily on accuracy.

Table 1 shows some examples of the measured transmission time of NFFT track updates
of varying size. When using the zone ring filter, the transmussion of the NFFI tracks was
split up so that the most frequently updated tracks, which in our case were 5 tracks, tock
about 7 seconds to transmit. This means that these tracks could be updated every 13
seconds, while at the same fime leaving encugh free bandwidth to allow tracks in the
other two zones to be updated at least cnce per minute.

Tracks in NFFI Wire message size. Time fraverse a 2.4
message MFFI message size i.e. with compression Khit's link
13 10788 bytes 2248 bytes 10.0=
7 5204 bytes 1707 bytes El0s
5 4322 bytes 1508 bytes 7ls

Table 1 Sending filtered NFFI messages over an emulated tactical network

! The NIST Met software is freely available ar “http:/wrww-x.antd.nist. sov/nistmet™.
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The exact update frequencies that can be used in an operational scenario will of course
depend on the mumber of tracks that fall within the various zones of the filter, and the
total bandwidth available. At NATO CWID we were operating in a controlled,
experimental environment. The numbers given here should thus be considerad as an
example intended to illustrate the effects of the different fypes of filters.

The information overflow problem

As mentioned in the introduction, intemational military operations cause an increase of
available mformation. This can cause problems not only on the network level, but alse
when 1t comes to the nser’s ability to process the information she receives, known as
information overflow. As noted in [6]. the predominant problems associated with
overload of information is that there 13 more mformation available than can be absorbed
and understood within a time span of any single individual. This can cause the recipient
to overlook crifical information.

Having some information overload is not necessanly bad: A skilled nser, with the proper
fraining, can leamn to overcome mnformation overload and in a team, such mformation can
be shared. This comesponds to the thoughts in ths older study [8]. where i1t 15 pointed out
that team members can perform better in high workload simations when thers i3 a partial
overlap m roles between them. So, with trained personnel, information overload may not
be a major problem for a team to perform its tasks efficiently. However, for less trained
perzonnel, a pre-proceszing of data prior to dissemination can help guide them towards
making the right decisions. It is crucial to understand the difference between recogmizing
and 1gnoring significant mformation that can result n either making an informed, strong
decision or an ill-informed one [6]. The content filtering technigques described in this
paper may also be used to alleviate the information overflow problem, but a full
evaluation of the effects content filtering has on information overflow is beyond the
scope of this paper.

Conclusion

Using content filtering is one of several measures that can be employed in order to
increase the information infrastructure’s ability to adapt to changing network and
battlefield conditicns.

To mamtain information superionity in a coalifion force it is paramount that all necessary
and relevant information 15 disseminated throughount the network. Thus, 1t becomes
important to identify the information that i1s mdeed relevant, and transmut only that over
the network. As a means to achieve this, we have discussed several different types of
filtering: Geographical filtering, Frequency based filtermg, Pricrity based filtering, and
more. Furthermore, the filtering can be of two types, in that one can filter entire
messages, of parts of messages.

11
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Filtermg in the end system should be avoided since 1t wastes network resources,
especially on the tactical level where bandwidth is scarce. Filtering in the message
producing system may be the best option. On the other hand, proxies have an important
benefit over that of filtering in the producer: If the producer sends information to a many
recipients, all with difference capabilities, then it mmst filter once for each type of
recipient. Since a proxy will typically be placed at the edge of a network, it 1s much more
likely that the recipients in this network will be of sinular types. For instance, all users in
a tactical network are likely to have similar limitations, such as low available bandwidth
and limited power supply. The means that a proxy often has fewer different recipient
types to filter for, which in turn mans that the proxy filtering implementation can be
simpler.

As a proof-of-concept we have presented our experiments from NATO CWID 2007,
where we successflly tested our implementation of a combined geographical and
frequency based filter for track information in a proxy. The filter was based on a set of
nngs with different frequency assigned to each ring. We called this 2 zone ring filrer.
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Using NFFI Web Services on the tactical level: An evaluation of compression
technigues

Abstract

Elue force tracking 1s recogmized as one of the most important aspects of the Network
Enabled Capabilities (NEC) concept. In complex endeavors where several different
nations take part, blue force tracking is important to avoid possible blue-on-blue
situations. To facilitate mteroperability between nations, NATO has specified a format
for exchange of fiendly force tracking information; NATO Friendly Force Information
(NFFI). Part of the NFFI specification is an XML schema to allow the exchange of blue
force tracking information using a Web service. To make systems interoperable at all
levels, 1t 1= desirable to uze XML encoded NFFI also at the tactical level XML, while
being a standardized way to structure data, leads to large text decwments that need to be
exchanged. At the tactical level bandwidth 1= scarce, and measures mmst be taken 1f one
i3 to use an NEFFI Web service. By compressing the XML document it requires less
bandwidth to transnut the same amount of information over the network, and it becomes
feasible to nse NFFI also at the tactical level. We have evaluated several different
compression techmiques on a set of acks encoded as NFFI XML documents. It is clear
that WEFI 15 very compression friendly, and the compression rate mncreases with the
mumber of tracks contained m the NFFL document. In this paper. we present the results
from ocur compression technigue evaluation.

Keywords: NFFI, XML, tactical level, compression

Introduction

The amm of NEC is to increase mission effectiveness by networking military entities,
enhancing the sharing of information and situation awareness. The key prerequisite of
shared situation awareness is increased access to (and shanng of) information. By using a
Service-Oriented Architecture (20A) [6] a5 a foundation for the information
infrastructure, military resources may be made available as services that may be
published and utilized over a communication nfrastructure. The service itself is defined
by nsing a well-defined interface that exposes the functionality and hides the underlying
implementation details. Services may be aggregated, by erther the service provider or
service consumer, to create more advanced services. This modulanzation makes
mtroduction of (and dynamic reconfiguration of) services easier.

Web services 15 a promising technelogy for implementing a SOA [7], allowing for
dynamic informatien sharmg between military units. Web services provide loose
coupling of fanctional entities that allow for the dynamicity and flexibility required in
NEC.

Web services technology is in widespread use on the Intemet teday, and COTS products
are readily available. Thus, it makes sense to attempt to utilize this technology for

1
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military purposes. This seems to be a general trend in the industry as the Network Centric
Operations Industry Consortium [1] suppoerts the WS standards.

In WEC there is an ambitious requirement for users at all operational levels to seamlessly
exchange mformanon. In order to achieve efficient information exchange between thess
users, the Welr services solutions need to work with different types of information and
communication systems. Systems and equipment used at the various levels are different,
and the mformation exchange nmst be adapted to fit the capacity of the systems used.
Data-rate constraints in tactical networks impose great challenges that have to be solved
in order to fully deploy Web services supporting NEC.

Previously, we have performed experiments with Web services in a multi-national
seenane at NATO Coalition Warnior Interoperability Demonstration (CWID) 2006. In
these experiments, we showed that Web services could be used to exchange track data
between nations. We used the cbject-oriented XML -version of the Command and Control
Information Exchange Data Model (C2IEDM) from the Multilateral Interoperability
Programme (MIP), and exchanged XML based messages. Our experiments showed that
the utihization of Web services in WEC 15 feasible, but it 2lso revealed several challenges
[2]. In those experiments Web services were used at the strategic level, where bandwidth
13 abundant (but even so, our uncompressed Web services traffic consumed a lot of the
available bandwidth). In order to achieve full-fledged NEC the needs of tactical network
users must be considered as well, and the expenments presented mn this paper focus on
those needs.

In our research followng NATO CWID 2006 we have looked into measures for adapting
Web services to tactical networks, and also given some specific suggestions for the nse of
C2IEDM m such networks [3]. One of the measures we suggested was that one should
use data compression techniques in tactical networks to reduce bandwidth consumption.
Becently, WNATO has specified an altemative to C2IEDM for blue force racking called
NFFI. Inthis paper, we evaluate the gams of several different compression techniques
applied to XML-encoded NFFI decuments which we evaluated as part of our experiments
at NATO CWID 2007.

XML, described m further detail below, 15 often considered the base standard for Web
services, as most Web Service standards use the encoding and format mles defined in the
XML standards.

The remainder of this paper 13 orgamized as follows: First, we give a short overview of
XML and NFFI. Then, we procead to discuss various compression technigues, and
present our evaluation of some of the available metheds. Fmally, we conclude the paper
by summarizing our results.

Extensible Markup Language (XML)
XML is a simple, very flexible text format derived from SGML (ISO 8879). There are

multiple XML related standards, with the two most important being XML itzelf, and
XML Schema. The latter standard 15 a description of a type of XML document, typically

"
r
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expressed in terms of constraints on the structure and content of documents of that type,
above and beyond the basic syntax constraints imposed by XML itself.

One of the benefits of using XML 15 that an XML document contains metadata, that 1s,
data about the data that are present in the document. An XML document consists of data
that are surrounded by “tags’. Tags describe the data they enclose. A tag may have other
tags inside it, which allows for a nested stmacture. Such tags can be standardized, wlich
allows for the exchange and understanding of data in a standardized, machine-readable
way. An XML document can be defined according to an XML Schema, which enables
validation of XML documents according to mules defined in the schema. NFFI, which we
discuss below, defines such an XML schema, allowing track information to be
represented in a standardized way for exchange.

In its baszic form, XML can be seen as a structured, human readable way to organize data.
However, in certain cases it 15 more serviceable to sacrifice human readability for more
efficient encoding and transfer. In such cases a binary representation of the XML
document should be used, 1.2 so-called binary or efficient XML. So far thers is no
standard for efficient XML, even though there 15 a propretary selution available from the
company Agile Delta that is called Efficient XML (EFX). However, a W3C working
group called Efficient XML Interchange (EXI) 15 1n the process of standardizing an
efficient XML format [11]. The eljective of the EXI Working Group 15 to develop a
specification for an enceding format that allows efficient interchange of the ML
Information Set, and to illustrate effective processor mplementations of that encodmg.
Earlier this yvear the group released a working draft [12]. It 1z worth noting that Agile
Delta 15 actively participating in the EXT work, and are contmually adapting their EFX
product to conform to the working draft. Thus, m this paper we evaluate several of the
currently available compression techmiques that can be employed while awaiting a
standard from the EXT group.

NATO Friendly Force Information (NEFI)

The object oniented part of C2IEDM is very complex, and thus a not very efficient way of
exchanging the needed mformation [4]. WATO developed an alternative data exchange
maodel to C2IEDM for blue force tracking for use in Afghamistan, the WATO Friendly
Force Information (INEFI) Afghamstan Foree Tracking System. Howewer, the NFFL
fonmat can be franslated to C2IEDM if needed, as the standard specifies @ mapping of the
fields in NFFI to fields in C2IEDRL

The current version of NFFL1s 1.3 as published in draft STANAG 5527, NFFI consists
of 2 message defimtion and message protocols. The message format 15 defined by an
XML schema containing both mandatery and optional fields. The position data is a
mandatory part of the dociment, and contains informahon about pesttion (lengimde,
latimde, altitude) and velocity. Identification data is also a mandatory part, and contains

! Azile Delta’s efficient XML (EFX): hup/www.agiladelts com/product_efichmml

3
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information about the object’s name and a 13 character text string from APP-5A/MNIL
STD 2523B. Thus, the position and identification data contain all the information needed
te draw a symbol on a map. Furthermore, a status field contains the operational statns of
the object. All the other fields are optional, and may contam contact information,
telephone mumbers, ete. Currently the format 15 used only to follow friendly forees, but it
could be extended to encompass all units in an area.

Reducing communication overhead

The scarceness of resources on the tactical level, such as bandwidth and power, means
that it is vital to keep commumecation overhead at a munimum. There are different means
one can employ to reduce this everhead by:

+ Using compression techmgues that retain all the information but represents it
using fewer bits and bytes.

+ Discard some mformation that is of lesser or no impoertance to the recipient.

« Changing the way information is represented (2.g. the XML schema) [3]. By
using the INFFI schema the friendly force information was represented in a more
compact way than with C2IEDM.

This paper focuses on the first of these three techniques, by evaluating compression
methods suitable for use i tactical communication systems.

Compression

There are two types of compression; lossless compression and lossy compression [3].
Lozsless compression 1s used on data that needs to retain its exact representation when it
15 decompressed. Lossy compression 1s used on data that can tolerate some loss such as
audio, pictures and video. Lossy compression can, since it 15 allowed to modify the data,
achieve higher compression rates than lossless compression. For documents (in our case
NML documents), however, we need all the mformation to be mtact so lossless
compression should be used.

The lossless compression technigues we can employ here come in two flavors; we can
use 3 generic techmique that can compress any kind of data, or we can utilize the structure
of XML decuments and use an XML-conscious compression technigque. There exist a lot
of compression technigues of both kinds, and 1t 15 beyond the scope of this paper to
discuss them all. Instead, we choose to focus on a few that are particularly promising for
use in tactical communication networks. Two of these, namely XMLPPM” and GZIP®,
have proved versatile and efficient in other studies; see [13] and [14] for further detals.

SHMLEPM is freely available at Sourceforge: hitp: ‘mmlppin sourceforze net
*The package javauilzip: htp:/java.sun comilse’]l.3/docs/apijavautil zip/packaze-summary. himl

4
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Figure 1 Average Comprassion Ratio(fetched from [13])

Figure 1 shows how a number of compression techmiques performed in one of thess
studies. XMILPPM gave the best average compression ratios of the XMI -conscious
compression techmques, while GZIP was the best of the generic compression algorithms
tested. Because these two technigues have been shown to be the best of their respective
types, we chose to test these further in our evaluation.

Interoperability is a key challenge m NEC, s0 a standard based compression method is
preferable. Since, as mentioned above, EFX is contmually adapted to conform to the
working drafts released by the EXI, we found it important to investigate EFX m the
context of NFFI compression. The studies in [13] and [14] did not investigate EFX, smce
it 15 a rather new technique, but [14] mentioned its existence and that it should be
evaluated in future work.

EFX can be used in one of two modes of cperation; generic and schema specific
compression. The generic option can compress any valid XML document without
knowledge of the schema. The schema specific option needs to have access to the XML
schema when it performs compression and decompression, thersby sacrificing generality
for a very slight increase in compression rate. We used the genenic option m our
experiments enabling us to compare EFX directly to XMLPPM (which provides enly
non-schema specific XML compression). When evaluating the efficiency of the
algonithms we foensed on compression results and not rescurce usage during
compressien (memory and CPU usage). The reason for this is that for our intended use,
Le. m tactical networks, the bandwidth 15 the most linuting respurce. Power consumption
13 also an 1ssue when using battery powered communication equipment. However, in an
earlier study [4]. we have shown that the difference in computation time between the
vartous techmgues 15 mn the millisecond range. Transmission of data also requires power,
and by using a compression technigue with a high compression rafie, we can reduce the
fransmission time by several seconds. It is reasonable to assume that the reduction
power consumption caused by reduced transmission time greatly cutweighs the benefits
of saving a few milliseconds when performing compression and decompression.

b
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Filtering optional NFFI fields

NFFT has some mandatory and a lot of optienal fields. We removed all optional fields
and kept only the mandatory fields of each track. The tracks contained m the NFFI
message would, as a result of this removal of optienal information, be very umform (e.g.
all the same XML tags used in all tracks) and only the data diffeing. This made the
NFFI message as compression friendly as possible, an important aspect for transmission
in low bandwidth networks. For example, we could compress a message with optional
fields removed to about 3% of its original size (when we used EFX with its built m
compression and had 15 tracks or more in the message).

The motivation for removing the optional fields was that they were of no importance on
the tactical level. In fact, the experimental tactical soldier system we used in our
experiments, NORMANS*, would not be able to use these fields anyway. Lhe
NORMANS wisualization is simple, being designed to run on a Windows CE PDA. As
such, the NEFI message contained more than enough information after the optional fields
had beesn removed for the application to function (in fact, even some of the mandatory
information in NEFFI will not be visualized, since NOEMANS makes a distinction cnly
between friend and enemy wmits, and does not show the type of unit). For further details
about our experiments with NOBRMANS at NATO CWID 2007, see [£].

Evaluation

When considering the results, 1t 15 important to remember that we used NFFI-tracks
without optional fields, as descnbed above. Each document contained a number of NEFI-
tracks, ranging from one to 570, and the comesponding size of the documents ranging
from 774 up to 393,066 bytes. We noted the size of each original document, as well as
the size of each corresponding compressed document, using the compression methods we
have identified as promising for use m tactical networks.

Some XML-conscious compression methods seek to retain the structure of the XML
document during compression in order to make 1t possible to perform computations on
the documents without having to decompress them first. The compression ratie achieved
by these compression methods is lower than other types of compression due to this
tradecff. By performing a two step compression, where an XML-conscious technigue 1s
applied first, followed by a genenc compression, the effects of this tradeoff can be
reduced. Due to this we have, in addition to the stand-alone tests of each compression
technigue, also performed tests were we applied 2 generic compression on the results of
the XML -conscious technigques.

In Table 1 we show decument sizes, both before and after compression, for some of the
documents used in the experiment. The results show that all compression techniques

* FFI develops concept, requirements and tachnology for the famre network enshled soldier. An overview
of the Morwazian Modalar Metwork Seldier (2IOBRLARNS) 15 given in [2], and the C2T system is presentad
in [10].
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perform well for large decuments, typically with nndreds of NFFI-tracks in them.
NMLPPM performs better than GZIP for small documents, while the opposite 1s true for
documents containing many tracks. EFX alone does not perform very well, but
combiming it a generic compression technigue improves 1ts performance. AgileDelta’s
own ZIP-varant does this better than GZIP. Another interesting observation is that
XMLPPM should not be combined with GZIP, as this resulted in increased document
sizes (rightmost colummn of the table) compared to using either of the two technigques

separately.

original EFX + | EFX [EMLPPM

Ztracks | size EFX [NMLPPM| GZIP | GZIP |own ZIP| + GZIP

1 T74) 310 275 367) 453 286 444
2 1425 353 315 392 312 313 456
& 2082 356 340 411 344 33 525
o 2738 460 385 4i50) 611 372 581
15 3354 514 411 484 664 384 614
& 4041 560 430 300 713 387 638
7 4657 614 449 514 774 4089 6635
& 3353 668 468 329 839 417 686
o 6000 714 485 340 893 423 706
10 G656 768 502 334 915 431 730
11 T304 B24 540 393 971 463 777
12 7960 ETY 358 615 2994 472 797
13 8607 924 576 632 1017 479 E1E
14 9263 986 397 G47] 1074 489 E52
15 9915 1028 620 673 1103 504 BE4
570 393066) 26394 12531) 11691 14447 7203 16368

Table 1 Size {in bytes) of different NFFI-documentz, before and qfter compression

It should also be noted that Table 1 only shows the payload that is being transmutted.
After having created the compressed document, a packet header 1s needed for
transmission over the network, which mcreases the message size with a fixed number of
bytes.

Figure 2 shows a graphic representation of how the four best techmques performed over
the entire data set. All the documents are reduced to less than ten percent of the criginal
size for large documents, illusirating how important compression is when bandwidth is
scarce. Regardless of compression method, none of the compressed documents were
larger than 26 kB.

FFl-rapport 2008/01430 39



13™ ICCRTS: €2 for Complex Endeavors

20,00 - —EFX

— EMLPPR
GIIP

30,00 EFX+ own ZIP

Percent of original size
b
L
[}
a2

1 33 &5 97 129 161 193 225 257 289 321 353 385 417 449 461 513 545

Tracks In NFFl meessage

Figure 2 Percent of original size of the XML document qfter comprezsion compared with the

number of tracks in the NFFI meszage

Figure 2 also shows that when the munber of macks m the documents reaches 2 certaimn
level, EEX combined with its own built-in ZIP always performs best. However, when
there are fewer tracks to report, the differences between the compression techniques are
larger. In a disadvantaged grid, every byte saved can have a noticeable impact on the
fransmission time, and it 15 therefore mmportant to take the individual differences betwesn
the technigues mnte account. Figure 3 shows the results for the 15 smallest documents. For
the smallest documents with only one or two tracks, XMLPPM does the best job. EFX
alone does not perform very well, but combinmg it with Agile Delta’s own ZIP-variant
makes it out-perform all the other techniques as soon as the documents start growing in
size.
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Figure 3 Percent af criginal size gf the XML document qfter compression compared with the mumber of

tracks in the NFFI message

For all four compression methods, the compression ratio continues to increase with
increasing mumber of NFFI-tracks in the documents. The best ratic we measured was
using EFX with Agile Delta’s ZIP on the largest document with 570 NEFI-tracks, where
we achieved a compreszed document size of less than 2% of the oniginal size, as is shown

in Table 2.

EFX + EFX XMIPPM

#racks EFX XMLFPM GZIP GZIF own ZIP + GZIP
1 3995 3544 47.259 5992 36.86 57.22
10 11.54 7.54 532 13.75 5.48 10.97
50 E.11 198 4.01 6.30 169 531
100 742 3.52 334 464 219 4 58
200 7.24 3.56 338 473 219 455
300 7.10 3.52 3.36 148 211 148
400 6.92 343 22 407 2.00 436
500 6.74 334 3.04 3.B4 1.89 4.24
570 6.72 3.9 2.97 3.68 1.83 416

Table 2 Size (in percent of the eriginal, uncompressed XML document) of different NFFI-

FFl-rapport 2008/01430
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Compression ratio can be expressed in 2 number of different way, and we have nsed the
formula from [13] (see Figure 4) to calculate the compression ratio in terms of number of
bits per byte. This measurement expresses the number of bits after compression that is
needed to represent each byte in the imcompressed data format. This in tum means that
with a compression ratic of 1 bit'byte, the compressed document contains one bit for each
byte in the original document, in effect reducing the size of the document to 1/8th of the
original size.

B1z1 A E RS ) v B
CR, = 51z rJ._|r|4 r.uIHJ .l.l.i | d f .-'. : :| bits ot
sizeof(original file)

Figure 4 Compression ratic in terms gf bitz/Byte (ferched from [13]).

0.7
0,8
g0
&
ﬂ O EFX = gwn ZF
g D4 m 3F
[=3
4 O MLFFR M
g R —
ooz mEFR - GIZF
- =
-] mEFX
&
£
0.1
o

Figure § Average compression ratio

The exact compression ratio one can achieve will depend on the original document. How
well the varions compression technigues compress NEFI formatted data, can be expressed
using the average compression ratio in bats/byte, shown i Figure 5. Companng these
results with those i Figure 1, we see that the NFFI XML documents achieve a far better
average compression ratio than that This is easy to explam; XML documents are highly
regular in structure and compress well [13]. We see that the selution achieving the best
results is EFX with its built in proprietary ZIP enabled. XMILPPM and GZIP are
comparable, with GZIP bemng margmally better than XMLPPM m this figure. However,
when we look at Table 1, we see that XMLPPM 15 better than GZIP when there are few

10
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tracks m the NFFI message. In fact, when we investigated this we found that the
inflection point was at 54 tracks i our expeniments. Up to and mcluding 54 fracks m the
NFFI message XMLPPM performed best, after that GZIP was slightly better. The study
from [13] found that XMLPPM was slightly better than GZIP (see Figure 1), because
they nsed small documents in their study (all documents were below 40 Ebyte except for
one which was 100 Kbyte) for which XMLPPM performs better.

NMLPPM should not be used together with GZIP, as this yields much worse results than
using either GZIF or XMLPPM alone. Pure EFX yields the worst compression, but this
13 expected since EFX is a binary XML format and not compression as such. Thus, there
are further gains by using GZIP, or even better, Agile Delta’s own ZIP, with EFX.

Table 3 shows the theoretical minimum time to transmit an NFFI message overa 2.4
Ebit/sec Imk. For simplicity we calculate the transmission time of the message only, thus
finding the theerefical minimum transmission time. In a real nefwork the actual
transmissicn time would be higher, since there would ke ransport protocel headers added
to the message. How much more delay this meurs would depend on the Tansport
protoceol chosen and other packets traversing the same link. Here we assume that the link
i3 available entirely to our disposal.

EFX +

EFX + own | XMLPPM

#iracks | Uncompressed | EFX | MLEPM | GEIP GZIF ZIP + GEIP
1 259 1.03 0.92 1.22 1.55 0.95 1.43
10 2219 156 1.67 1.B5 3.05 1.44 243
30 10922 8.86 434 4138 6.88 204 5.80
100 21798 16.17 7.67 7.29 10.11 4.78 9.98
200 451.53 32.71 16.08 15.26 21.37 990 20.53
300 687.24 43.78 24.19 23.06 3054 14.50 30.76
400 927.76 §4.25 31.86 29.83 37.79 18.55 40.46
500 1157.84 78.05 3871 3520 4444 21.83 49,07
570 131032 27.09 43.10 38.97 4816 24.01 5456

Table 3 Theoretical minimum Hime, in seconds, fo transmit an NFFI message over a 2.4 Kbitzec
link.

As the table shows, we can save a lot of time (and thus bandwidth) by emploving

compression. Whereas 1t would be infeasible to send mmch more than 10 uncompressed

acks m a 30 second imnterval, one could easily send ten fimes that provided compression

was used. In fact, provided one has a dedicated channel of 2.4 Kbit/sec, it should be

feasible to send all 570 tracks in the allotted 30 second mterval provided EFX with its
proprietary ZIP compression is used.

In practice, however, this turned out to be a different story. In the NATO CWID trial we
only had 24 acks to disseminate from the HQ to the tactical unit. The NFFL messages

11
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were distributed using a push Web service, so each compressed NFFI message was
wrapped in uncompressed SOAP headers, something which added to the number of bytes
needing to be transmitted over the network. Table 4 illustrates this. We see that for the
trial NFFI message we achieved an NFFI message compression rate of 0.61, which was
worse than the results achieved with the NFFI messages evaluated in Figure 5. Adding
SOAP headers further diminishes the compression ratio, yielding 1. Still, we see that
even considering this NFFL 1s very compression friendly when comparing with the results
from ansther study of genenic XML documents i Figure 1.

Orniginal MFFI Compressed Message size Compression Compression
message size MNFFl message on the wire, i.e. rate of MFFI rate when
size with SOAP message in considering
haaders bits/byte SOAP headers
22072 bytes 1678 bytes 2291 bytes 0.81 1

Table 4 NATO CWID NFFI message with 24 tracks

AtNATO CWID we used a link emulator” to achieve a link speed of 2.4 Kbit'second,
which i3 representative of a typical speech channel. We sent track updates every 30
seconds. By using compression we were able to send much more data over the link than
if we had just used plamm XML, However, we did not achieve as good results as the
theoratical minimum time from Table 3. This was not expected either, since the
theoretical minimmm transmission fime takes nerther application level headers (Le.
SOAP) nor transport level headers mto account. Furthermore, in Table 3 1t 1s assumed
that the link 15 used exclusively, whereas in the actual trial the link was being used for
two way commumication. Thus, for the message presented in Table 4 we achieved an
average transmission time of 14.9 seconds, with a standard deviation of 4.5 seconds.

Conclusion

As we have shown in this paper, there are significant gams when nsing compression of
XML data. The NFFI decuments contaiming track mformation that we compressed had
their size reduced to such an extent that nsing XML encoded WNEET at the tactical level
should become feasible, even when cne considers the bandwidth constraimts.

The main issue here is that compression of some form should be employed, but which
algorithm cne chooses i3 of lesser importance as they all give a significant reduction in
document size. The choice of compression technigque should be made collectively, and
must be agreed upon m WATO to facilitate nteroperability. If Web services indeed
become the fundament for realizing NEC, then using the emerging standard for XML
compression as defined by the EXI working group would probably be a good 1dea. One

*We nsed the WIST Mat nerwork emulator package for eonlating a tactical link in our experiments. The
WIST Met software is freely available, and can be downloaded from “hrmp: ‘woany-x.antd nist sovmismen™.
We nsed version 3.0a with SuSs Linue 10000
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will then eventually have standard based COTS products available. An extra benefit
gamed from choosing a binary XML format compared to just compressing the XML
document with for example GZIP, is that the computer can work with the binary format
directly, with no need to decompress first. This saves beth computational fime and
MEMOTY Tequirements.
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